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About this document

This document is for installations running the JES2 element of z/OS (5650-Z0S). This document
describes the general functions of JES2 and provides information describing JES2 initialization, JES2
processing, network job entry (NJE), remote job entry (RJE) for JES2, and factors affecting performance.

This document provides the information that you need to:

« Initialize JES2
e Tune JES2

z/0S JES2 Initialization and Tuning Reference describes JES2 initialization statements and their
parameters and provides summary charts that highlight details of the statements.

Who should use this document

This document is intended for JES2 system programmers or for anyone responsible for initializing or
tuning JES2. Installation procedures are release specific; therefore, they are provided in the Program
Directory distributed with a specific product.

How to use this document

Use this document in conjunction with z/0S JES2 Initialization and Tuning Reference.

Most referenced publications are abbreviated throughout the text; their full titles appear in “Where to
Find More Information” on page xxiii, which follows. Additionally, be aware of how this document uses
references to 3800 printers.

Where to Find More Information

This document references the following publications for further details about specific topics. Abbreviated
forms of these titles are used throughout this document. The following table lists all full titles that are not
listed in the z/OS Information Roadmap. See that document for all z/OS publications.

Title

NJE Installation, Operation, and Use with JES2 and Other Systems
ES/9000 and ES/3090 PR/SM Planning Guide

IBM 3704 and 3705 Communications Controllers

IBM 3725 Model 1 Communications Controller

System/370 Special Feature: Channel-to-Channel Adapter

Advanced Function Presentation: Printer Information
DFSMS/MVS DFSMSdfp Advanced Services
z/0S DFSMS Macro Instructions for Data Sets

z/0S Communications Server: SNA Resource Definition Reference

z/0S Communications Server: SNA Programming
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How to send your comments to IBM

We invite you to submit comments about the z/OS product documentation. Your valuable feedback helps
to ensure accurate and high-quality information.

Important: If your comment regards a technical question or problem, see instead “If you have a technical
problem” on page xxv.

Submit your feedback by using the appropriate method for your type of comment or question:

Feedback on z/0S function

If your comment or question is about z/0S itself, submit a request through the IBM RFE Community
(www.ibm.com/developerworks/rfe/).

Feedback on IBM® Documentation function
If your comment or question is about the IBM Documentation functionality, for example search
capabilities or how to arrange the browser view, send a detailed email to IBM Documentation Support
at ibmdocs@us.ibm.com.

Feedback on the z/0S product documentation and content
If your comment is about the information that is provided in the z/OS product documentation library,
send a detailed email to mhvrcfs@us.ibm.com. We welcome any feedback that you have, including
comments on the clarity, accuracy, or completeness of the information.

To help us better process your submission, include the following information:

« Your name, company/university/institution name, and email address

« The following deliverable title and order number: z/OS JES2 Initialization and Tuning Guide,
SA32-0991-50

« The section title of the specific information to which your comment relates
« The text of your comment.

When you send comments to IBM, you grant IBM a nonexclusive authority to use or distribute the
comments in any way appropriate without incurring any obligation to you.

IBM or any other organizations use the personal information that you supply to contact you only about the
issues that you submit.

If you have a technical problem

If you have a technical problem or question, do not use the feedback methods that are provided for
sending documentation comments. Instead, take one or more of the following actions:

« Go to the IBM Support Portal (support.ibm.com).

« Contact your IBM service representative.
- Call IBM technical support.
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Summary of changes

This information includes terminology, maintenance, and editorial changes. Technical changes or
additions to the text and illustrations for the current edition are indicated by a vertical line to the left
of the change.

Note: IBM z/0S policy for the integration of service information into the z/OS product documentation
library is documented on the z/OS Internet Library under IBM z/OS Product Documentation

Update Policy (www-01.ibm.com/servers/resourcelink/svc00100.nsf/pages/ibm-zos-doc-update-policy?
OpenDocument).

Summary of changes for z/0S JES2 Initialization and Tuning Guide
for Version 2 Release 5 (V2R5)

The following content is new, changed, or no longer included in V2R5.

New
The following content is new.
January 2022 refresh

« APAR OA61231 added the $D EDS, $D EDSQ, and $T EDS commands to the table. For more
information, see “Authorizing the use of operator commands” on page 336.

« APAR OA61231 added TCP/IP considerations. For more information, see “Setting up JES2 Email
Delivery Services” on page 366.

« APAR OA61231 added section describing how JES2 EDS function delivers job notifications over
HTTP protocol. For more information, see “Using JES2 EDS for job notifications over HTTP” on page
370.

« APAR OA61231 added section describing how to control which users can request a job notification.
For more information, see “Controlling job notifications” on page 321.

Changed
The following content is changed.
June 2022 refresh

« APARs OA62796 and 0OA62804 added information regarding SYS_JOB_NOTIFYX. For more
information, see “Using JES2 EDS for job notifications over HTTP” on page 370.

January 2022 refresh

« APAR OA61231 updated the description of JES2 Email Delivery services with the types of messages
it manages. For more information, see “What is JES2 Email Delivery Services?” on page 365.

March 2022 refresh
« Added "PENCRYPT="and "JES3_LOCAL_CHK= or LOCAL_CHK="to the list of NODE(nnnnn)

parameters. For more information, see “Consistency of networking information across an MAS”
on page 292.

Deleted
The following content was deleted.

« None
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Summary of changes for z/0OS Version 2 Release 4 (V2R4)

The following changes are made for z/OS Version 2 Release 4 (V2R4).

New

The following content is new.
February 2021 refresh

« “Altering or Compressing PROCLIB data sets” on page 24 is added.

« $P CNVT and $S CNVT commands are added to “Authorizing the use of operator commands” on
page 336.

« Added text to document JES2EDS's configuration considerations with regard to SSL/TLS versions.
For more information, see “Setting up JES2 Email Delivery Services” on page 366.

Prior to February 2021 refresh

« “Compressing SPOOL data sets” on page 394 is added to Appendix B, “Miscellaneous JES2
facilities,” on page 377.

« “Using spool encryption to provide security” on page 351 is added to Chapter 7, “Providing security
for JES2,” on page 313.

« “Authorizing the use of operator commands” on page 336, Table 77 on page 337 has new
commands added:

$ADD POLICYLIB
$ADD SUBMITLIB
$D POLICYLIB
$D SUBMITLIB
$D SUBMITRDR
$DEL POLICYLIB
$DEL SUBMITLIB
$POLICY DELETE
$POLICY DISABLE
$POLICY ENABLE
$POLICY IMPORT
$SUBMIT

$T POLICYLIB

$T SUBMITLIB
$T SUBMITRDR

« “Instruction Execution Protection (IEP)” on page 388 information is added to Appendix B,
“Miscellaneous JES2 facilities,” on page 377.

« “Controlling access to key labels for spool data sets” on page 333 information is added.

Summary of changes for z/0OS Version 2 Release 3 (V2R3)

The following changes are made for z/OS Version 2 Release 3 (V2R3).

New

« With APAR OA54837, “Privilege support and the emergency subsystem” on page 388 is updated
for enhancements to the small environment, including the addition of section “Default versus small
environment” on page 390 and “Default and small environment SPOOL reservation differences” on
page 391.

« New CHECK option is added to “JES2 start options” on page 27.
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« MASDEF, a new specification in the initialization deck, is added to “Poly-JES” on page 48. Time-
sharing users (TSUs) is also updated.

« Table 77 on page 337 is updated to add new commands, $D LIMITS and $T LIMITS.

 Subtype type 21 is added to type 84 record, which was previously for JES3 in “SMF recording” on page
85. See “SMF type 84, subtype 21” on page 85.

« A new chapter about JES2 Email Delivery Services (EDS) is added. See Chapter 8, “JES2 Email Delivery
Services (EDS),” on page 365 for more information.

« With APAR 0OA49165, options PRECHECK=, VFYPATH=, and VERIFY_SUBNET= (or VFYSUBNET=) are
added to “Authorizing jobs” on page 324.

« A new section is added about verifying initialization data sets without having to start a JES2 subsystem.
See “Exits and the initialization data set checkers” on page 388.

« A new section is added about JES2 resource shortages. See “Privilege support and the emergency
subsystem” on page 388.

Changed

« Enabling the AUTOEMEM option on a secondary subsystem is updated and replaced with “Managing
XCF group names on a secondary subsystem” on page 51.

« “DUPLEX (with backup) on Coupling facility” on page 188 is updated to clarify defining checkpoint data
sets.

« With APARs OA53450 and OA52887, the following are updated:

— Table 77 on page 337
— Chapter 8, “JES2 Email Delivery Services (EDS),” on page 365
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Chapter 1. JES2 initialization

JES2 initialization is the series of operations performed each time JES2 is started, in order to ready itself

fo

r processing.

Installation overview

The following steps should be followed to ensure correct JES2 operation on an MVS™ system:

1.

Servi

Become thoroughly familiar with the System Modification Program/E(SMP/E) before attempting to
install JES2. (See z/0S SMF/E User's Guide for information concerning this procedure.)

. Install JES2 using the System Modification Program/E (SMP/E) on an existing MVS system, as outlined
in the Program Directory that is distributed with the component package. (The program directory and
component package should be retained for future reference.)

. Define the JES2 spool data sets (generally named SYS1.HASPACE) and the checkpoint data set(s)
(generally named SYS1.JESCKPT1 and SYS1.JESCKPT2 when they are on DASD, or SYS1_JESCKPT1
and SYS1_JESCKPT2 when they are on a Coupling facility structure). (See Chapter 4, “Checkpoint data

set definition and configuration,” on page 171 for further information concerning the specifications of
these data sets.)

. Define the JES2 initialization statements. (See z/0S JES2 Initialization and Tuning Reference for full
descriptions of these statements.)

. Define a primary subsystem by specifying the PRIMARY keyword in the member IEFSSNxx in
SYS1.PARMLIB. (See z/0S MVS Initialization and Tuning Reference for a description of subsystem
definition.)

. Define the cataloged JCL procedure for JES2. (See z/0S MVS JCL User's Guide for a description of
cataloged procedures in general and z/OS MVS Initialization and Tuning Reference for a description of
subsystem cataloged procedures in particular.)

ce considerations

The System Modifications Program/E (SMP/E) is required to install all IBM"-provided changes to the JES2
element of z/0S. It is highly recommended that any user modifications (both system and distribution
library) be made using SMP/E.

JES2

initialization process overview

Each time you start a JES2 subsystem, MVS establishes JES2 as an authorized subsystem address space
and gives control to JES?2 to initialize itself through the following procedures:

Begin the JES2 procedure through either an operator command (S JES2) or an IPL-time automatic
process such as the COMMNDxx members of SYS1.PARMLIB. Then MVS:
— locates the JES2 procedure in SYS1.PROCLIB.

— allocates the libraries to which the DD statements in the JES2 procedure point, including those that
the JES2 subsystem uses to locate the JES2 initialization statements.

— gives control to the JES2 subsystem, which establishes the JES2 general ESTAE protection before
calling a series of initialization routines (IRs), as follows, to process each phase of JES2 initialization.

Process the start options specified and call installation Exit 0, allowing the installation to perform
pre-initialization processing.

Process the current status of the subsystem interface (SSI), establishing necessary control blocks and
preparing for later SSI requests.
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Allocate various control blocks required during all JES2 processing or temporarily during initialization
processing.

Process the initialization statements specified through parmlib, console, and exit routine input, and call
installation Exit 19 for each initialization statement.

Process the initialization statements specified, verifying the validity of the parameters and calculated
variable parameters. These post-processing functions include:

— General processing and verifying the complete set of initialization statements and their parameters
(specified and defaulted)

— Calculating variable parameters based on other parameter values
— Validating the parameters specified and the associated control blocks.
Allocate the control blocks required to:

— Define the devices specified through the initialization statements

— Allow I/O activity for the defined devices

Process the initialization and perform validation, as required for JES2 network job entry (NJE) activity.
Process the initialization and perform validation, as required for JES2 remote job entry (RJE) activity.

Validates the current JES2 direct access devices (DASD) that are defined through the initialization
statements, analyzes the spool volumes and the checkpoint data sets (whether they reside on
DASD volumes or Coupling facility structures), and performs any required related activities (such as
checkpoint data set forwarding).

Validates the multi-access spool (MAS) configuration specifications.

Allocate common storage control blocks for command and message traffic, MVS initiator support, the
subsystem interface (SSI), the JES2 trace facility, and other JES2-supported facilities.

Connect the JES2 devices defined through the initialization statements to MVS device control blocks.
Call miscellaneous MVS services (for example, to establish interfaces).

Allocate the control blocks necessary to define those JES2 processors that are required immediately
after initialization that cannot be dynamically added later.

Generate the information string for the request subsystem (SSI) version call 54 routine.

Complete JES2 initialization by building the required buffer pools and calling installation Exit 24 (post-
initialization exit routines).

Modifying how JES2 performs initialization

The specific manner in which JES2 is initialized depends upon your choice of start options and
initialization statements. You define how JES2 will perform initialization through the initialization options,
which specify:

2 z/0S:

Whether JES2 is to warm start or cold start.
Whether JES2 should force the formatting of the spool volumes.

The ddname for the DD statement in the JES2 cataloged procedure that defines the input data set(s) for
the initialization statements.

Whether JES2 should stop and give control to the operator for further statement input from the console
after the parmlib input is exhausted.

Which data set, as defined by the CKPT1= or CKPT2= parameter on the CKPTDEF statement, should be
used to access JES2 warm-start information.

Whether the checkpoint data set definitions should be reconfigured.

Whether JES2 will print a log of the initialization statements specified and any related diagnostics to the
data set referenced by the HASPLIST DD statement in the JES2 cataloged procedure.

Whether JES2 will automatically start normal processing after initialization or wait for an operator
command to start.
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« Which start options will be overridden (by specifying the OPTSDEF initialization statement).

You define which JES2 functions and device defaults are to be overridden by specifying the initialization
statements:

- Logical initiator characteristics

« Internal reader characteristics

- Local and remote device characteristics

« Default job and SYSOUT class characteristics

« NJE header and trailer buffers

« Multi-access spool (MAS) control statements

- Changes to certain JES2 default parameter values

You can control how JES2 schedules jobs by the way you specify these options and statements during
JES2 initialization. Furthermore, you can respecify these options and statements to reflect changes in
your system's configuration and workload any time JES2 is started.

Attention: Be aware, however, that some parameter changes require a JES2 cold start or all-member
warm start and some parameters are ignored on a hot or warm start. These parameters are noted in the
“Modification” heading for each parameter description in z/0S JES2 Initialization and Tuning Reference.

Carefully plan the initialization specification of each of these parameters to prevent having to revise them
later through a warm start or cold start.

JES2 sample initialization data sets

IBM distributes the HASIxxxx members in the SYS1.SHASSAMP data set library that you can tailor to
meet your installation's needs. To ensure that your SYS1.SHASSAMP is not overwritten, IBM suggests
moving these data sets to an installation library before tailoring the HASIxxxx members. The following
table lists these initialization data sets and their specific roles.

Table 1. JES2 Sample Initialization Data Sets

Member Name

Contents

Use

HASIPROC Sample JCL procedure Tailor, rename, and move to the
production JCL procedure library
for use as the JES2 subsystem JCL.

HASIPARM Sample JES2 initialization Use to create production JES2

parameter templates initialization parameters in other
libraries.

HASIASM Sample JCL procedure. Use when assembling an IBM JES2

source module or an installation
JES2 exit routine (it saves

the resulting object code). This
member can be tailored, placed

in a production procedure library,
and used when the SMP/E system
installation and maintenance tool is
not managing JES2 code.
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Table 1. JES2 Sample Initialization Data Sets (continued)

Member Name Contents Use
HASIBLD Sample job stream that uses the Assembles IBM JES2 source-
HASIASM procedure. distributed modules (including

sample exit routines) and link
edits each of the production

load modules. This member can
be tailored, placed in another
procedure library, and used when
the SMP/E system installation and
maintenance tool is not managing
JES2 code.

HASISMPA Sample job stream. Tailor, then use to force the

SMP/E system installation and
maintenance tool to reassemble all
modules for the JES2 release it
manages. This two-step procedure
might be necessary to assemble all
modules at an installation with the
same level of MVS system macros.

Initialization statements and parameters

This section explains how to specify the JES2 initialization statements and parameters and how JES2
performs initialization under different conditions.

Throughout this information, an initialization statement refers to a JES2 specification that can contain
further parameter specifications. For example, PRINTDEF is a statement; LINECT, DBLBUFR, and UCS are
parameters on that statement. Most initialization statements contain a set of parameters that relate to a
single JES2 function. For example, the SPOOLDEF statement contains several parameters used to define
the JES2 spool volume environment. Some statements, however, contain no parameters (for example,
DEBUG: this statement is either specified as DEBUG=YES or DEBUG=NO).

Table 2 on page 4 provides an alphabetic list of the JES2 initialization statements and briefly describes
the function of each. It is intended as a reference to help you decide which statements and parameters to
use to initialize your JES2 member. z/0S JES2 Initialization and Tuning Reference describes each of these
statements in detail and specifies their functions, formats, and default values.

Table 2. JES2 Initialization Statements

Initialization Function

Statement

APPL(avvvvvvv) Defines an SNA NJE application to JES2.

BADTRACK Specifies an address or range of addresses of defective spool volume tracks
JES2 is not to use.

BUFDEF Defines the local JES2 buffers to be created.

CKPTDEF Defines the JES2 checkpoint data set(s) and the checkpointing mode.

CKPTSPACE Defines how much additional space is available for expanding the JES2
checkpoint record.

COMPACT Defines a compaction table for use in remote terminal communications.

CONDEF Defines the JES2 console communication environment.

CONNECT Specifies a static connection between the nodes identified.
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Table 2. JES2 Initialization Statements (continued)

Initialization Function

Statement

DEBUG Specifies whether debugging information is to be gathered by JES2 during its
operation for use in testing.

DESTDEF Defines how JES2 processing interprets and displays both job and SYSOUT
destinations.

DESTID(jXXXXXXX) Defines a destination name (mostly for user use as on a JCL statement) for a

remote terminal, another NJE node or a local device.

D MODULE(jxxxxxxx)

Displays diagnostic information for specified JES2 assembly modules and
installation exit assembly modules.

ESTBYTE Specifies, in thousands of bytes, the default estimated output (SYSOUT) for a
job at which the “BYTES EXCEEDED” message is issued, and the subsequent
action taken.

ESTIME Specifies, in minutes, the default elapsed estimated execution time for a job,
the interval at which the “TIME EXCEEDED” message is issued, and whether
the elapsed time job monitor feature is supported.

ESTLNCT Specifies, in thousands of lines, the default estimated print line output for a
job, the interval at which the “LINES EXCEEDED” message is issued, and the
subsequent action taken.

ESTPAGE Specifies the default estimated page output (in logical pages) for a job,
the interval at which the “PAGES EXCEEDED” message is issued, and the
subsequent action taken.

ESTPUN Specifies, in number of cards, the default estimated punch card output for a
job, the interval at which the “CARDS EXCEEDED” message is issued, and the
subsequent action taken.

EXIT(nnn) Associates the exit points defined in JES2 with installation exit routines.

FSS(accccccc) Specifies the functional subsystem for printers that are supported by an FSS
(for example Print Services Facility).

GRPDEF Specifies the parameter for job group (job execution control) processing.
Controls the number of data areas defined for job group processing.

INCLUDE Allows new initialization data sets to be processed.

INIT(nnn) Specifies the characteristics of a JES2 logical initiator.

INITDEF Specifies the number of JES2 logical initiators to be defined.

INPUTDEF Specifies options controlling JES2 Input processing.

INTRDR Specifies the characteristics of all JES2 internal readers.

JECLDEF Specifies options controlling processing of JECL statements.

JOBCLASS(v) Specifies the characteristics associated with job classes, started tasks, and
time sharing users.

JOBDEF Specifies the characteristics that are assigned to jobs that enter the JES2
member.

JOBPRTY(n) Specifies the relationship between job scheduling priorities and job execution

time.
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Table 2. JES2 Initialization Statements (continued)

Initialization Function
Statement
LINE(nnnn) Specifies the characteristics of one teleprocessing line or logical line (for SNA,

or TCP/IP) to be used during remote job entry or network job entry.

L(nnnn).JT(m)

Specifies the characteristics for a job transmitter on an NJE line.

L(nnnn).ST(m)

Specifies the characteristics for a SYSOUT transmitter on a line defined for
network job entry.

LOADMOD (jxxxxxxX) Specifies the name of a load module of installation exit routines to be loaded.

LOGON(n) Identifies JES2 as an application program to VTAM".

MASDEF Defines the JES2 multi-access spool configuration.

MEMBER(n) Defines the members of a JES2 multi-access spool configuration.

NAME Specifies the module or control section to be modified through subsequent
VER and REP initialization statements.

NETACCT Specifies a network account number and an associated local account number.

NETSRV(nnn) Defines NJE over TCP/IP server address space.

NJEDEF Defines the network job entry characteristics of this JES2 node.

NODE(nnnn) Specifies the characteristics of the node to be defined.

OFF(n).JR Specifies the characteristics of the offload job receiver associated with an
individual offload device.

OFF(n).JT Specifies the characteristics of the offload job transmitter associated with an
individual offload device.

OFF(n).SR Specifies the characteristics of the offload SYSOUT receiver associated with
an individual offload device.

OFF(n).ST Specifies the characteristics of the offload SYSOUT transmitter associated
with an individual offload device.

OFFLOAD(n) Specifies the characteristics of the logical offload device.

OPTSDEF Defines the options that are currently in effect.

OUTCLASS(v) Specifies the SYSOUT class characteristics for one or all output classes.

OUTDEF Defines the job output characteristics of the JES2 member.

OUTPRTY(n) Defines the association between the job output scheduling priorities and the
quantity (records or pages) of output.

PCEDEF Specifies the definition for various JES2 processes.

PRINTDEF Defines the JES2 print environment.

PROCLIB Ensures that data sets specified can be allocated.

PRT(nnnn) Specifies the characteristics of a local printer.

PUNCHDEF Defines the JES2 punch environment.

PUN(nn) Specifies the characteristics of a local card punch.

QVERIFY Specifies whether JES2 performs a verification of the job, output, and BERT

data areas and queues every time the JES2 checkpoint is read.
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Table 2. JES2 Initialization Statements (continued)

Initialization Function

Statement

R(nnnnn).PR(m) Specifies the characteristics of a remote printer.

R(nnnnn).PU(mM) Specifies the characteristics of a remote punch.

R(nnnnn).RD(m) Specifies the characteristics of a remote card reader.

RDR(nn) Specifies the characteristics of a local card reader.

RECVOPTS(type) Specifies the error rate below which the operator is not involved in the
recovery process.

REDIRect(vvvvvvvv) Specifies where JES2 directs the response to certain display commands
entered at a console.

REP Specifies replacement patches for JES2 modules during initialization.

REQJOBID Describes attributes to be assigned to Request Jobid address spaces.

RMT(nnnn) Specifies the characteristics of a BSC or SNA remote terminal.

SMFDEF Specifies the system management facilities (SMF) buffers to JES2.

SOCKET (vvvvvvwv) Defines an IP address and port for NJE/TCP and the associated NJE node.

SPOOLDEF Defines the JES2 spool environment.

SSI(nnn) Specifies the characteristics associated with individual subsystem interface
definitions.

SUBTDEF Specifies the number of general purpose subtasks you want JES2 to attach
during initialization.

TPDEF Defines the JES2 teleprocessing environment.

TRACE(n) Specifies whether a specific trace ID(s) is to be started.

TRACEDEF Defines the JES2 trace environment.

VER Specifies verification of replacement patches for JES2 modules during
initialization.

VERBOSE Specifies whether JES2 should use a more verbose form of messaging.

Using compaction on SNA workstations

Compaction, which is available only for SNA NJE and RJE workstations, is used to increase data
transmission efficiency by compacting master character pairs into a single 8-bit representation (4 bits
per character).

Data transmissions to workstations and remote devices can be compacted if you specified compaction.
The COMPACT initialization statement defines the characters to be compacted (master characters) and
the characters to be recognized by the compaction routines but not compacted (nonmaster characters).

In the example below, the compaction table NEWONES specifies 15 master characters (the numbers 0-9
and the vowels A, E, I, O, and U) and 16 nonmaster characters. The NUMBER= parameter specifies a

number by which both the installation and JES2 can refer to this table. If you do not specify a table name,
NAME-= defaults to the NUMBER= parameter value; therefore, you must specify the NUMBER= parameter.

COMPACT NAME=NEWONES, CHARS=(1

5, AE,I,0,U,
40,8,C,D,F,G,H,J,K,L,M,

0,1
N,6
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The COMPACT=YES parameter specification on the RMT(nnnn) statement, the $ADD RMT(nnnn)
command, or the $T RMT(nnnn) operator command allows you to specify if an NJE or RJE workstation
is to accept compacted data. The COMPACT parameter on the R(nnnnn).PR(m) and R(nnnnn).PU(m)
statements is set equal to a valid compaction table identifier (which is specified on the COMPACT
initialization statement) if compaction is required for the remote device. Also, the device must specify
CMPCT=YES or JES2 does not compact the data.

The /*OUTPUT JES2 control statement or the JCL OUTPUT statement can be used to override the
R(nnnnn).PR(m) and R(nnnnn).PU(m) statements. However, neither the /*OUTPUT statement nor the JCL
OUTPUT statement has any effect on compaction for node-to-node transmissions (SNA NJE) because
such compaction is done on a session basis. For further information, see z/0S MVS JCL Reference.

How compaction works

In the compaction algorithm, 3 to 16 user-specified master characters are assigned 4-bit representations
to replace their conventional EBCDIC values. When master characters occur in pairs, in any combination,
each pair can be compacted and represented by a single 8-bit value.

Because compaction allows the assignment of 3 to 16 master characters, as many as 244 nonmaster
characters can be assigned. Nonmaster characters are not compacted, but when they occur in pairs

with master characters or singly they do not require breaking the compaction string. When characters
other than master or nonmaster are encountered, the compaction string is broken and the characters are
transmitted in their standard representation.

To determine the best set of master and nonmaster characters, you must examine the nature of your
installation's transmitted data. For example, if most data is numeric, you could compact the characters
0-9, +, -,., and =. You would still have 46 nonmaster characters in which to specify other frequently used
special characters and alphabetics.

When establishing a set of master characters for compaction, remember that master characters are not
compacted singly but in various combinations of pairs.

Defining JES2 to the cross-system coupling facility (XCF)

JES2 uses the JES common coupling services (JES XCF) for communicating JES2 member status and
other data among the JES2 XCF group members in a multi-access spool (MAS) configuration. Optionally,
you can modify this communication mechanism through the JES common coupling services. See z/0S
MVS Programming: JES Common Coupling Services for a description of the JES common coupling services
(JES XCF macros and exits).

All members of a MAS need to be contained within the same sysplex. If your installation is running a
single MVS system, you can specify PLEXCFG=XCFLOCAL on the IEASYSxx parmlib member to avoid the
need for formatting a sysplex couple data set. Also, you need to ensure that there is enough space on the
sysplex couple data set to accommodate the JES2 XCF group and its member names.

How JES2 determines the JES2 XCF group name
To allow the JES2 XCF group members to know about each other, either:
» Accept the JES2 defaults
or
« Define the members to JES2 through the initialization data set.

XCF needs to know about the groups that use its services. It knows about these groups through their XCF
group name. The JES2 XCF group name allows a JES2 MAS to be known to XCF. Define each member to
JES2 by assigning each MAS a group name that is unique within its sysplex. This group name defaults to
the JES2 local node name, which is defined by the NAME= parameter on the NODE(nnnn) initialization
statement. (Note that if you use the JES2 network job entry (NJE) facility, this NAME= parameter matches
the OWNNODE= parameter on the NJEDEF statement.)
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If you need to refer to the sysplex by the same name, specify the same name on the SYSPLEX= keyword in
the COUPLExx member of SYS1.PARMLIB. For example, the sysplex specified below is named POK:

SYSPLEX=POK

This is the IBM recommended approach. It reduces system complexity by allowing the sysplex name, the
node name, and the JES2 XCF group to share the same name.

You can assign a unique name through the XCFGRPNM= parameter on the MASDEF initialization
statement if your:

« NAME= parameter on the NODE(nnnn) statement conflicts with an existing XCF group name.
« Current node name does not meet naming restrictions for a JES2 XCF group name
« Sysplex contains more than one MAS.

While IBM does not recommend more than one JES2 MAS in a sysplex, your installation can choose
this approach. To avoid the ABEND that results if multiple MAS names default to an XCF group name of
N1, all but one MAS member must specify a nodename for the OWNNODE= parameter on their NJEDEF
statements.

JES2 determines the XCF group name for your JES2 MAS in the following order:
1. XCFGRPNM= keyword on the MASDEF initialization statement, if specified:

MASDEF .. .XCFGRPNM=POK

2. The node name defined by the NAME= parameter on the NODE(nnnn) initialization statement, if
specified:

NODE (nnnn) NAME=POK
3. The node name defined by the nnnn subscript of the NODE(nnnn) initialization statement, if specified:
NODE (POK)

4. N1, the JES2-assigned default node name if a node name or XCFGRPNM= is not specified in the
initialization data set.

XCF group name restrictions

When coding the XCF group name on the XCFGRPNM parameter of the MASDEF statement, the name
should follow the XCF naming conventions.

If the XCF group name is not coded on the MASDEF statement, the nodename on the NODE (xxxxxxxx)
initialization statement should follow the XCF naming conventions.

Note: To avoid using the names IBM uses for its XCF groups, do not begin group names with the letters A
through I or the character string SYS. Also, do not use the name UNDESIG, which is reserved for use by
the system programmer in your installation.

How JES2 determines the JES2 XCF group member name

Within a group, each JES2 member is assigned an XCF member name. The member name that identifies
a JES2 member to the JES2 XCF group is composed of the NAME= parameter on the NODE(nnnn)
statement, the $ symbol, and the OWNMEMB= parameter on the MASDEF initialization statement. For
example, using the following initialization statements:

NODE(1) NAME=POKX
MEMBER(1) NAME=HAS1
MASDEF OWNMEMB=HAS1

the member name for MVS is POKX$HAS1.
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For information about how to specify NAME= on the MEMBER(n) initialization statement and OWNMEMB=
on the MASDEF initialization statement, see “Starting the multi-access SPOOL configuration” on page
55.

Because the member name includes a $, you might want to avoid using it on the OWNMEMB= parameter
and NAME= parameter of the NODE(nnnn) initialization statement to eliminate potential confusion.

The JES2 XCF member names must be unique within the JES2 XCF group.

Defining JES2 structures in a CFRM policy

To specify that a checkpoint data set resides on a Coupling facility structure, you must have taken the
following steps when planning your JES2 configuration.

1.

Format a Coupling facility resource management (CFRM) couple data set for use at your installation.
See z/0S MVS Setting Up a Sysplex for specific instructions on defining the coupling facility resource
management administrative policies. These policies each provide a number of coupling facilities with
structures that can contain checkpoint data sets.

We recommend that structure full monitoring be suppressed by setting a FULLTHRESHOLD value of O
for the coupling facility structure where a checkpoint is to reside.

. Since JES2 supports system managed processes, you should also review the Coupling facilities section

"System-Managed Processes Considerations" in z/0S MVS Setting Up a Sysplex to enable system
managed functions.

. Ensure that you have allocated a large enough coupling facility structure to hold the checkpoint data

set. Since JES2 supports ALTER processing, you should define the structure with an INITSIZE or
MINSIZE that is large enough to hold the current checkpoint and a larger SIZE value to accommodate
future growth. (To determine these sizes, see “Determining the size of your checkpoint data set” on
page 176.)

. Before starting the JES2 address space, specify the Coupling facility structure where a checkpoint is to

reside on the CKPTDEF initialization statement as described in “Checkpoint data set specifications” on
page 173 and z/0S JES2 Initialization and Tuning Reference.

How to control JES2 initialization

This section discusses initialization and configuration features of JES2. Specific considerations unique to
NJE are discussed in Chapter 5, “Network job entry (NJE),” on page 225.

JES2 initialization is performed after JES2 is started and before JES2 begins to process jobs. To control
JES2 initialization:

1.

10 z/0S:

Create a data set containing the initialization statements.
For a description of the different methods for specifying an initialization data set, see:

- “JES2 initialization statements” on page 11.

« “Specifying JES2 command and message prefixes” on page 11.
« “The JES2 patching facility” on page 14.

« “JES2 and MVS operator commands within the JES2 initialization data set” on page 14.

. Select initialization statements to be entered at the console during JES2 initialization.

For more information, see “JES2 initialization control statements” on page 12.

. Update the JES2 procedure to include definitions of the initialization data set(s). IBM suggests using

PROCLIB statements instead of JCL changes.

For more information, see “Creating the JES2 cataloged procedure” on page 18.

. Select start options to be used during JES2 initialization.

For more information, see “Specifying the Start Options” on page 26.
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5. Use the exit and scanning facilities to modify initialization processing and thus modifying or
supplementing JES2 functions.

For more information, see “Controlling initialization using JES2 exits and the $SCAN facility” on page
31.

Creating an initialization data set

The initialization data set can be access directly through a DD in the JES2 procedure or it can be

a member of the MVS default PARMLIB concatenation. A sample initialization data set (HASIPARM)
contains templates that you can modify for a particular installation. Before modifying the sample data set,
see “Defining the data set for JES2 initialization parameters” on page 25.

You can mix the operator commands and the patching facility, AMASPZAP, and initialization control
statements among the initialization statements without any special coding requirements. “Sample JES2
initialization data set and HASPLIST corrections” on page 14 shows an example of an initialization data
set that contains operator commands and initialization control statements. New data sets or members of
the default PARMLIB concatenation can be processed using the INCLUDE statement.

The initialization data set should be protected to prevent disclosing passwords contained on initialization
statements, such as NODE, LINE, LOGON, and RMT statements. If a security product is used, ensure that
no one can access the data set. If an installation uses RACF®, specifying UACC=NONE for the data set
provides this protection.

JES2 initialization statements

The initialization statements allow installations to specify the functions and device characteristics JES2
will use during its current execution. You must define most devices (local and remote) through JES2
initialization statements; however, some can be defined dynamically through $ADD operator commands.

If you do not add these statements to the initialization stream, JES2 will not define them; no default
values are provided. JES2 counts the devices you have thus defined, and based on these individual device
statements, is able to provide default values for various other initialization parameters. These defaults are
noted in the descriptions of the parameters thus affected in z/0S JES2 Initialization and Tuning Reference.
If you choose not to specify initialization statements for many of the other available JES2 functions,
default values are provided.

Use the SMFDEF initialization statement to define the system management facilities (SMF) buffers that
JES2 requires for SMF to collect and record MVS system and job-related information. The BUFNUM=
parameter specifies the number of buffers JES2 obtains. If your installation has 3800 printers, this
number should be calculated by the formula presented with the description of the SMFDEF statement in
Parameter Description for SMFDEF.

JES2 can evaluate whether a particular SMF record should be written, by use of a routine in JES2
installation Exit 21. See z/OS JES2 Installation Exits for information about Exit 21.

Specifying JES2 command and message prefixes
The CONCHAR= parameter on the CONDEF initialization statement specifies the prefix:

 Forall JES2-issued messages
« By which JES2 identifies commands destined for the particular member of a multi-access spool (MAS).
Normally, JES2-initiated messages are tagged with a “$” at the beginning of the text.However, the “$”

character is taken from the value of CONCHAR=; therefore, a different specification of this value for each
member allows the origin of the message to be uniquely identified.

You can determine whether the CONCHAR= value applies only to the MVS system on which the JES2
member is running, or to all MVS systems in the sysplex through the SCOPE= parameter on the CONDEF
initialization statement.
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If you specify CONDEF ...,SCOPE=SYSTEM...., the CONCHAR value is recognized on this MVS system alone.
In order to issue a JES2 command that is to take effect on a specific JES2 member, an installation would
have to direct the command to that system through one of the following;:

« The MVS ROUTE command

or

« A sysplex-scope command prefix (such as the system name, if the installation uses IEECMDPF SAMPLIB
member).

If each member of a MAS specifies CONDEF ...,SCOPE=SYSTEM,...., and the same value for the
CONCHAR= parameter, then a ROUTE *ALL command can be used to make global changes to parameters
on all members in that MAS. Because the MVS ROUTE *ALL command provides a single-system image
for all JES2 members and MVS systems in the sysplex, the SCOPE=SYSTEM specification would be more
valuable for a large MAS. However, with a single console displaying output from multiple MVS and JES2
images, it might be difficult to determine which member issued a message.

To identify the member that originated a command or message, you would have to notice the MVS system
ID (SYS1) on each console display in response to a command:

SYS1 $d condef
$HASP830 CONDEF 942
$HASP830 CONDEF AUTOCMD=20,CONCHAR=$,BUFNUM=200,CMDNUM=100,
$HASP830 BUFFREE=200, BUFWARN=80,MASMSG=200, RDIRAREA=Z,
$HASP830 RDRCHAR=$,SCOPE=SYSTEM, DISPLEN=64, DISPMAX=100

If you specify CONDEF ...,SCOPE=SYSPLEX.... on each member of a MAS, the CONCHAR= value is
recognized as belonging to this JES2 member, no matter on which MVS system in the sysplex the
command entered. The SCOPE=SYSPLEX specification might be valuable for a smaller MAS, where the
CONCHAR value for each member can be remembered easily. Note that the JES2 limit of 22 CONCHAR=
values indicates that a MAS of more than 22 members could not use this scheme.

If you use this method, you cannot enter the MVS ROUTE *ALL command to send messages to each
member. SCOPE=SYSPLEX implies that JES2 still provides a multisystem image to installations.

JES2 initialization control statements

JES2 initialization control statements can be used to control the listing and entry of initialization
statements while JES2 processes the initialization stream. Initialization control statements do not set
JES2 processing values. Table 3 on page 12 lists the JES2-supported control statements.

Table 3. JES2 Initialization Control Statements

Statement Explanation

LIST=NO Ends the listing of statements on devices defined by the HASPLIST DD card.
LIST=NO remains in effect until a LIST=YES statement is encountered.

LOG=YES* Copies the current and subsequent initialization statements to the HARDCPY
console. Logging remains in effect until a LOG=NO statement is encountered.

LOG=NO Ends the logging of initialization statements. LOG=NO is automatically in effect
initially and remains in effect until a LOG=YES statement is encountered.

[* Designates the beginning of a comment. Comments can appear anywhere a blank
can be coded, except within vectors or subscripts. The comment is listed or logged
as appropriate but is otherwise ignored.

*/ Designates the end of a comment. Comments can appear anywhere a blank can
be coded, except within vectors or subscripts. The comment is listed or logged as
appropriate but is otherwise ignored.
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Table 3. JES2 Initialization Control Statements (continued)

Statement

Explanation

DISPLAY D

Displays the value of specified JES2 initialization statements or specific
parameters on those statements. All parameter values are displayed unless
specific parameters are listed. You can add multiple statements to one DISPLAY
statement; use commas between statement names. (See the following syntax.)

Your message can also be displayed by following the command with message text
enclosed in single quotation marks as the following example shows.

1
&{DISPLAY&? 'message text',6 stmt-name=(parml,...parmn),
&{iD &% stmt-name:(parml..{)

Note: Place the DISPLAY statement following the initialization statement that you
need to display in order for JES2 to read these statements before building the
“DISPLAY” response.

CONSOLE

Causes JES2 to get subsequent initialization parameter statements from the
operator through the system console. The operator's reply to the message issued
as a result of the CONSOLE statement can be any valid statement. JES2 remains in
console mode until the operator replies END in response to the $HASP469 (REPLY
PARAMETER STATEMENT, CANCEL, OR END) message. Optionally, the operator can
reply CANCEL in response to the $HASP469 message to end JES2 initialization.

Two methods of adding additional initialization statements to the JES2 initialization
data set are available to the operator through use of the CONSOLE option. The

first method can be used only if the JES2 initialization data set initially includes

the CONSOLE control statement. This causes JES2 to enter console mode at the
time the CONSOLE statement is read. At this time the operator can add or override
additional initialization statements.

The second method is to use the CONSOLE option to stop JES2 initialization
processing after all initialization statements have been read and processed
before any subsequent initialization processing. The operator is permitted to add
additional statements at this time. Consistent with JES2 initialization, if JES2
reads more than one initialization statement for a particular parameter, the last
value read is used. This allows the operator either to add new statements to the
initialization deck or to change any statements previously entered.

These statements are also controlled by options specified at the time you start
JES2. You will only produce output if the start options, LIST and LOG, are specified.
To display the current start options, use the DISPLAY OPTSDEF command (during
JES2 initialization) and then override the options (using the OPTSDEF statement)
from the console, if necessary. See z/0S JES2 Initialization and Tuning Reference
for more information.

INCLUDE

The include initialization statement allows new initialization data sets or members
of the default PARMLIB concatenation to be processed. JES2 will immediately
start reading records from the new data set and processing them. When all
statements in the included data set have been processed, JES2 initialization
resumes processing records from the original data set. Include statements can

be nested (included initialization data set can include other data set). There is code
to detect a nested include loop (data set A includes data set B that then includes
data set A). If a loop is detected, the include request will fail.
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The JES2 patching facility

Patch and AMASPZAP statements can be used to make minor and temporary modifications to the JES2
object code until JES2 is restarted by directly replacing the changed code. The JES2 Patching Facility
changes only the memory copy of data; the copy residing on DASD (for example, LPA) cannot be replaced.

The JES2 patching facility makes temporary patches to any module in JES2 (HASJES20 or installation exit
load module) or to any absolute storage address in the address space into which JES2 is loaded. Because
these patches are valid only until a module is reloaded, they must be applied every time that JES2 is
started.

JES2 reloads the load modules at different stages in processing:

« Subsystem support modules are reloaded during all starts except a hot start.
« HASJES20 is reloaded in response to a JES2 START command any time the member is started.

These patches are applied at the time JES2 is initialized. The patching facility statements are submitted to
the JES2 initialization data set.

There are two basic patching formats:

1. Using the NAME initialization statement to specify the module name
2. Specifying the module name in the VER initialization statement.

Note: If you specify the module name in both the NAME and the VER initialization statement, JES2 cannot
patch the data.

For more directions on how to code the patch statements, see the NAME, REP, and VER initialization
statements in z/0S JES2 Initialization and Tuning Reference. Directions for using the AMASPZAP program
are provided in the "SPZAP" topic in z/0S MVS Diagnosis: Tools and Service Aids. JES2 processes the
patch and AMASPZAP statements as they are read.

JES2 and MVS operator commands within the JES2 initialization data set

You can insert both JES2 and MVS commands into your JES2 initialization data set. This is convenient,
for example, to "automatically" start devices when JES2 initializes. For instance, operator commands
can be used to start RJE lines during initialization. (RJE lines, unlike other devices, cannot be started
automatically by an initialization statement.)“Example of a JES2 initialization data set” on page 15
contains a section called "Operator Commands" that shows a $S LINE command, a $T LINE command
and a $VS command used to insert a MVS VARY command. IBM suggests that you add as many such
commands within your initialization date set as appropriate to your installation's needs. See JES2
operator commands and the $VS command in z/0S JES2 Commands.

During initialization, JES2 stores the operator commands in temporary message buffers. Then, when
initialization is complete, JES2 processes the commands. To ensure that operator commands are
completely processed before JES2 starts processing jobs, you should use the REQ start option, which lets
the operator start JES2 processing. Alternatively, the $S command can be included as the last operator
command in the initialization data set, eliminating the need for operator intervention.

Sample JES2 initialization data set and HASPLIST corrections

The following two figures provide examples of the JES2 initialization data set used to start JES2 and

the HASPLIST data set that results from processing the initialization data set. The HASPLIST data set is
generated through the LIST=YES parameter on the OPTSDEF initialization statement. Note that when an
error occurs, the operator must retype the entire initialization statement correctly and follow it with an
end statement to continue initialization processing.

You can preallocate a data set and indicate to JES2 to use it for HASPLIST. In this case, you need to
perform the pre-allocation with DCB parameters of LRECL=121 and RECFM=FBA. You need to ensure
that the BLKSIZE on the pre-allocated data set is an integer multiple of LRECL; otherwise an 013 abend
occurs.

14 z/0S: z/0OS JES2 Initialization and Tuning Guide



Example of a JES2 initialization data set

OPTSDEF LIST=YES

AR AR RS AR AR AR AR AR AR AR AR AR A K /
/% */
/* SAMPLE JES2 PARAMETER LIBRARY LISTING */
/% */

F Rk ok ok ok ok ok R ok o o o R R R
CKPTDEF  CKPT1=(DSN=SYS1.JESCKPT1,VOL=CHECK1, INUSE=YES),
CKPT2=(DSN=SYS1.JESCKPT2,VOL=CHECK2, INUSE=YES) ,
MODE=DUPLEX, DUPLEX=0N

e X
/% LOCAL DEVICES */
/* */

/

RDR(1) UNIT=00C

RDR(2) UNIT=011,PRIOLIM=9,CLASS=X,AUTH=(JO0B=NO,SYSTEM=NO,DEVICE=NO),
PRTDEST=R3

PRT (1) UNIT=002,CLASS=AJH,UCS=PN

PRT(2) UNIT=00E,CLASS=AJH,UCS=PN

PRT(3) UNIT=00F,CLASS=A,ROUTECDE=22,UCS=PN

PRT(4) UNIT=018,CLASS=NI,MARK=YES,6BURST=NO, TRKCELL=YES

PUN (1) UNIT=00D,PAUSE=YES

INTRDR PRIOLIM=9,AUTH=(JOB=NO, SYSTEM=NO, DEVICE=NO)

INITDEF PARTNUM=8

INIT(1) CLASS=AFJKE /*INITIATOR 1x/
INIT(2) CLASS=BCDEF /*INITIATOR 2%/
INIT(3) CLASS=DEFGH /*INITIATOR 3%/
INIT(4) CLASS=XKH /*INITIATOR 4x/
INIT(5) CLASS=JKEBF /*INITIATOR 5%/
INIT(6) DRAIN /*SPARE INITIATORx/
INIT(7) DRAIN /*SPARE INITIATORx/
INIT(8) DRAIN /*SPARE INITIATORx/

JOBCLASS(STC) LOG=NO,OUTPUT=NO,CONDPURG=YES /*STARTED TASK DEFINITIONSx/
JOBCLASS(TSU) REGION=50K,COMMAND=IGNORE,MSGLEVEL=(1,1),CONDPURG=YES

JOBCLASS(S) PROCLIB=03,HOLD=YES /*SYSTEM PROGRAMMER CLASS */
OUTCLASS(H) OUTDISP=(HOLD,HOLD), TRKCEL=NO /*SYSOUT CLASS HELD x/
/*FOR OUTPUT */

OUTCLASS(N) TRKCELL=YES

OUTCLASS(X) OUTPUT=DUMMY, TRKCELL=NO /*THROWAWAY CLASS*/

AR R AR R AR AR /

/% */

/* NJE/RJE INITIALIZATION PARAMETERS */

/% */

AR AR SRR AR AAK AR S AR KKK KKK AR A /

NJEDEF OWNNODE=1,NODENUM=10, LINENUM=15, RESTNODE=10

LINE(1) UNIT=040,DUPLEX=FULL, TRANSPAR=YES,REST=10

LINE(2) UNIT=041, TRANSPAR=YES, PASSWORD=SECRET, REST=20

LINE(3) UNIT=042, TRANSPAR=YES,K PASSWORD=SECRET,REST=15

LINE(4) UNIT=043, TRANSPAR=YES,K PASSWORD=SECRET, REST=50

LINE(5) UNIT=044, TRANSPAR=YES, PASSWORD=SECRET, REST=10

LINE(6) UNIT=SNA

LINE(7) UNIT=SNA, PASSWORD=LINEAPW

RMT (1) DEVTYPE=3780, LINE=1,NUMPUN=1, TRANSPAR=YES , BUFEXPEN=1,
COMPRESS=YES

R1.PR1 PRWIDTH=144

RMT (2) DEVTYPE=2922,NUMPU=1, CONS=YES,MULTILV=YES, TRANSPAR=YES

R2.PR1 PRWIDTH=132

RMT (3) DEVTYPE=S/370,NUMPRT=2, CONS=YES,MULTILV=YES, TRANSPAR=YES

R3.PR1 PRWIDTH=150, FCBLOAD=YES

R3.PR2 PRWIDTH=132

RMT (4) DEVTYPE=1130, CONS=YES,MULTILV=YES, NUMPUN=1

R4.PU1 START=NO

RMT (5) DEVTYPE=SYSTEM/3,NUMRDR=3, NUMPUN=2, CONS=YES ,MULTILV=YES

R5.PR1 PRWIDTH=132

RMT (6) DEVTYPE=2780,NUMPUN=1, TRANSPAR=YES , MRF2780=YES ,HTABS=YES

R6.PR1 PRWIDTH=144

RMT (7) DEVTYPE=LUTYPE1,ROUTECDE=10,BUFSIZE=512,DISCINTV=8000,
NUMPUN=1, COMPRESS=YES

RMT(8) DEVTYPE=LUTYPEZ1, LINE=6,BUFSIZE=256,NUMPUN=1

OPTSDEF LIST=NO

AR AAR KA AR AR AR AR AR AR AR AR AR A A /

/% */

/* REMOTE PASSWORDS */

/% */

/********************************************************************/

RMT (1) PASSWORD=CHICAGO

RMT (2) PASSWORD=BOARDWLK
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RMT (3) PASSWORD=ALBANY

RMT (4) PASSWORD=LACKLSTR
RMT (5) PASSWORD=KALAMAZO
RMT (6) PASSWORD=UNIQUE

OPTSDEF LIST=YES

/********************************************************************/

/* */
/% JES2 PARAMETER OVERRIDES */
/% */
/ .................................................................... /

BUFDEF BELOWBUF=(LIMIT=10) , EXTBUF=(LIMIT=30)
SPOOLDEF TRKCELL=6
PRINTDEF NIUCS=GF12

s /
/% */
/* MULTI-ACCESS SPOOL CONFIGURATION PARAMETERS */
/% */

F R ok ok ok ok ok ok o ok o o o R R R R R
MASDEF  OWNMEMB=SYSA, SHARED=NOCHECK

MEMBER (1) NAME=SYSA

MEMBER(2) NAME=SYSB

D SPOOLDEF VOLUME

D CKPTDEF CKPT1 /* DISPLAY CURRENT =*/
D CONDEF CONCHAR /* PARAMETER VALUES x/
s /
/% */
/* OPERATOR OVERRIDES */
/% */
|||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||| /
CONSOLE /* ALLOW OPERATOR TO OVERRIDE x/
e /
/% */
/* EVENT TRACE OPTIONS */
/% */
R L e /
TRACEDEF  ACTIVE=YES, /* START EVENT TRACING  x/

LOG=(CLASS=A,SIZE=200,START=YES), /* LOG TRACE OUTPUT */
PAGES=4,TABLES=20, TABWARN=50 /* SET TABLE SIZE/NUMBER x/

TRACE (1-%) START=YES /* START ALL TRACE IDs) x/
R /
/% */
/* OPERATOR COMMANDS */
/% */
ey /
$S LINE(1-5)

$TLINE(1),TR=YES /*TRACE I/0 COMPLETIONS ON LINE 1%/

$VS, 'V (234,235,236,237) ,0FFLINE'
[ Fhkk kK Kk khkkkhhhhhkkkhhhhkkkhhhhhkkkhhhhkkkkhhhkkkkhhkhkkkkkhkkkkkkkkkk kK k% /

/* */
/* END OF JES2 PARAMETER LIBRARY LISTING */
/% */
/ .................................................................... /

HASPLIST data set example produced by specifying the LIST start option

JES2 parameter library listing  SYS1.PARMLIB(SAMPLEI)

2017.076 PAGE

PARMLIB STMT 1 OPTSDEF LIST=YES
PARMLIB STMT 2/ /
PARMLIB STMT 3 /* */
PARMLIB STMT e SAMPLE JES2 PARAMETER LIBRARY LISTING */
PARMLIB STMT 5 /% */
PARMLIB STMT 6 / /
PARMLIB STMT 7 CKPTDEF CKPT1=(DSN=SYS1.JESCKPT1,VOL=CHECK1,INUSE=YES),
CKPT2=(DSN=SYS1.JESCKPT2,VOL=CHECK2, INUSE=YES) , MODE=DUPLEX, DUPLEX=0N
PARMLIB STMT I R R R S S S S S S S TS S T T T T e e
PARMLIB STMT 9 /x */
PARMLIB STMT 10 /% LOCAL DEVICES */
PARMLIB STMT 11 /% */
PARMLIB STMT 12 [ dekdkokokokokokokokokokok ok ok ok ok ok ok ok ok ok ok ok ok ook ook ok ok ok ok ook ook ook ook ook ook ook ook ook ook ook ok ok ko ook ook ok ok ok ok ok /
PARMLIB STMT 13 RDR(1) UNIT=00C
PARMLIB STMT 14 RDR(2) UNIT=011,PRIOLIM=9,CLASS=X, AUTH=(J0B=NO,SYSTEM=NO,DEVICE=NO),
PRTDEST=R3
PARMLIB STMT 15 PRT(1) UNIT=002,CLASS=AJH,UCS=PN
PARMLIB STMT 16 PRT(2) UNIT=00E,CLASS=AJH,UCS=PN
PARMLIB STMT 17 PRT(3) UNIT=00F,CLASS=A,ROUTECDE=22,UCS=PN
DIAGNOSTIC ERROR RC=(18) ,PRT(3) ROUTECDE (ROUTECDE 1) - INVALID ROUTE
CODE
Reading CONSOLE
CONSOLE STMT 18 PRT(3) UNIT=00F,CLASS=A,ROUTECDE=R22,UCS=PN
CONSOLE STMT 19 END
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PARMLIB STMT 20 PRT(4) UNIT=018, CLASS=NI, MARK=YES, BURST=NO, TRKCELL=YES

PARMLIB STMT 21 PUN(1) UNIT=00D, PAUSE=YES
PARMLIB STMT 22 INTRDR PRIOLIM=9,AUTH=(JOB=NO,SYSTEM=NO,DEVICE=NO)
DIAGNOSTIC ERROR RC=(03) ,INTRDR PRIOLIM - INVALID PARAMETER STATEMENT
CONSOLE STMT 23 INTRDR PRTYLIM=9,AUTH=(JO0B=NO,SYSTEM=NO,DEVICE=NO)
CONSOLE STMT 24 END
PARMLIB STMT 25 INITDEF PARTNUM=8
PARMLIB STMT 26 INIT(2) CLASS=AFJKE /*INITIATOR 1x/
PARMLIB STMT 27 INIT(2) CLASS=BCDEF /*INITIATOR 2%/
PARMLIB STMT 28 INIT(3) CLASS=DEFGH /*INITIATOR 3%/
PARMLIB STMT 29 INIT(4) CLASS=XKH /*INITIATOR 4%/
PARMLIB STMT 30 INIT(5) CLASS=JKEBF /*INITIATOR 5%/
PARMLIB STMT 31 INIT(6) DRAIN /*SPARE INITIATOR*/
PARMLIB STMT 32 INIT(7) DRAIN /*SPARE INITIATOR*/
PARMLIB STMT 33 INIT(8) DRAIN /*SPARE INITIATOR*/
PARMLIB STMT 34 JOBCLASS(STC) LOG=NO,O0UTPUT=NO,CONDPURG=YES /*STARTED TASK DEFINITIONS
JOBCLASS(TSU) REGION=50K,COMMAND=IGNORE,MSGLEVEL=(1,1),CONDPURG=YES JOBCLASS(S)
PROCLIB=03,HOLD=YES /*SYSTEM PROGRAMMER CLASS */
PARMLIB STMT 35 OUTCLASS(H) OUTDISP=(HOLD,HOLD), TRKCEL=NO /*SYSOUT CLASS HELD */
DIAGNOSTIC ERROR RC=(03),0UTCLASS(H) TRKCEL - INVALID PARAMETER
STATEMENT
CONSOLE STMT 36 OUTCLASS(H) OUTDISP=(HOLD,HOLD),TRKCELL=NO
CONSOLE STMT 37 END
PARMLIB STMT 38 /xFOR OUTPUT =/
PARMLIB STMT 39 OUTCLASS(N) TRKCELL=YES
PARMLIB STMT 40 OUTCLASS(X) OUTPUT=DUMMY,TRKCELL=NO /*THROWAWAY CLASS*/
JES2 parameter library listing SYS1.PARMLIB(SAMPLEI) 2017.076 PAGE 2
PARMLIB STMT S B
PARMLIB STMT 42 /% */
PARMLIB STMT 43 /% NJE/RJE INITIALIZATION PARAMETERS */
PARMLIB STMT 44 /x */
PARMLIB STMT G
PARMLIB STMT 46 NJEDEF OWNNODE=1,NODENUM=10, LINENUM=15, RESTNODE=10
PARMLIB STMT 47 LINE(1) UNIT=040,DUPLEX=FULL, TRANSPAR=YES, REST=10
PARMLIB STMT 48 LINE(2) UNIT=041, TRANSPAR=YES, PASSWORD=SECRET,REST=20
PARMLIB STMT 49 LINE(3) UNIT=042, TRANSPAR=YES, PASSWORD=SECRET,REST=15
PARMLIB STMT 50 LINE(4) UNIT=043, TRANSPAR=YES, PASSWORD=SECRET,REST=50
PARMLIB STMT 51 LINE(5) UNIT=044, TRANSPAR=YES, PASSWORD=SECRET,REST=10
PARMLIB STMT 52 LINE(6) UNIT=SNA
PARMLIB STMT 53 LINE(7) UNIT=SNA,PASSWORD=LINE4PW
PARMLIB STMT 54 RMT(1) DEVTYPE=3780, LINE=1,NUMPUN=1, TRANSPAR=YES , BUFEXPEN=1, COMPRESS=YES
DIAGNOSTIC ERROR RC=(03) ,RMT(1) BUFEXPEN - INVALID PARAMETER STATEMENT
CONSOLE STMT 55 RMT(1) DEVTYPE=3780,LINE=1,NUMPUN=1, TRANSPAR=YES,BUFEXPAN=1, COMPRESS=YES
CONSOLE STMT 56 END
PARMLIB STMT 57 R1.PR1 PRWIDTH=144
PARMLIB STMT 58 RMT(2) DEVTYPE=2922,NUMPU=1, CONS=YES,MULTILV=YES, TRANSPAR=YES
PARMLIB STMT 59 R2.PR1 PRWIDTH=132
PARMLIB STMT 60 RMT(3) DEVTYPE=S/370,NUMPRT=2, CONS=YES,MULTILV=YES, TRANSPAR=YES
PARMLIB STMT 61 R3.PR1 PRWIDTH=150, FCBLOAD=YES
PARMLIB STMT 62 R3.PR2 PRWIDTH=132
PARMLIB STMT 63 RMT(4) DEVTYPE=1130, CONS=YES,MULTILV=YES, NUMPUN=1
PARMLIB STMT 64 R4.PU1 START=NO
PARMLIB STMT 65 RMT(5) DEVTYPE=SYSTEM/3, NUMRDR=3, NUMPUN=2, CONS=YES, MULTILV=YES
PARMLIB STMT 66 R5.PR1 PRWIDTH=132
PARMLIB STMT 67 RMT(6) DEVTYPE=2780,NUMPUN=1, TRANSPAR=YES, MRF2780=YES, HTABS=YES
PARMLIB STMT 68 R6.PR1 PRWIDTH=144
PARMLIB STMT 69 RMT(7) DEVTYPE=LUTYPE1,ROUTECDE=10,BUFSIZE=512,DISCINTV=8000, NUMPUN=1,
COMPRESS=YES
PARMLIB STMT 70 RMT(8) DEVTYPE=LUTYPEZ1, LINE=6,BUFSIZE=256,NUMPUN=1
PARMLIB STMT 71 OPTSDEF LIST=NO
PARMLIB STMT 84 / /
PARMLIB STMT 85 /x */
PARMLIB STMT 86 /x JES2 PARAMETER OVERRIDES */
PARMLIB STMT 87 /x */
PARMLIB STMT 88 [hkkFkhhkhkkkkhhhkkkhhhhkkkhhhk Ak khhhkkkkhhhk*kkhhh Ak khhhkkkkhhhkkkkhkkkkkhkkx**/
PARMLIB STMT 89 BUFDEF BELOWBUF=(LIMIT=10) ,EXTBUF=(LIMIT=30)
PARMLIB STMT 90 SPOOLDEF TRKCELL=6
PARMLIB STMT 91 PRINTDEF NIUCS=GF12
PARMLIB STMT 92 [ kkkkokokokok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ook ook ook ook ook ok ok ook ook ook ook ok ok ok ok ook okok ok ok okok ok /
PARMLIB STMT 93 /% */
PARMLIB STMT 94 /% MULTI-ACCESS SPOOL CONFIGURATION PARAMETERS */
PARMLIB STMT 95 /% */
PARMLIB STMT 9 / /
PARMLIB STMT 97 MASDEF OWNMEMB=SYSA, SHARED=NOCHECK
PARMLIB STMT 98 MEMBER(1) NAME=SYSA
PARMLIB STMT 99 MEMBER(2) NAME=SYSB
PARMLIB STMT 00 D SPOOLDEF VOLUME
JES2 parameter library listing  SYS1.PARMLIB(SAMPLEI) 2017.076 PAGE 3
PARMLIB STMT 101 D CKPTDEF CKPT1 /* DISPLAY CURRENT %/
PARMLIB STMT 102 D CONDEF CONCHAR /* PARAMETER VALUES */
PARMLIB STMT 103/ esksksksksk sk sk sk sk ok sk ok ok ok sk ok ok ok ok ok ok ok ok ok ok ok o ook oo oo ook ook ook ook ook ook ook ook ook ook ook ook okeokokokokok ok /
PARMLIB STMT 104 /* */
PARMLIB STMT 105 /* OPERATOR OVERRIDES */
PARMLIB STMT 106 /% */
PARMLIB STMT 107 / /
PARMLIB STMT 108 CONSOLE /* ALLOW OPERATOR TO OVERRIDE =x/
CONSOLE STMT 109 END
PARMLIB STMT 110  /xkkkkkkkkhhhkkkkhhhkkdhhhkkkhhhkkhh kA kkhhkkkkkhhkxkhhrkxkhhrkkkkhkrkxkKxx*x/
PARMLIB STMT 111 /% */
PARMLIB STMT 112 /% EVENT TRACE OPTIONS */
PARMLIB STMT 113 /% */
PARMLIB STMT 114 /s sk sk sk ok sk ok ok ok sk ok sk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ook ook ook ook ok /-
PARMLIB STMT 115 TRACEDEF ACTIVE=YES, /* START EVENT TRACING */
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LOG=(CLASS=A,SIZE=200,START=YES), /* LOG TRACE OUTPUT  */PAGES=4,TABLES=20,
TABWARN=50 /* SET TABLE SIZE/NUMBER */

PARMLIB STMT 116 TRACE(1-%) START=YES /* START ALL TRACE IDS) =x/
PARMLIB STMT A7 [ dkskokskokskokskokskok sk ok sk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok /-
PARMLIB STMT 118 /% */
PARMLIB STMT 119 /% OPERATOR COMMANDS */
PARMLIB STMT 120 /* */
PARMLIB STMT 121/ sesksksksksksksk sk ok sk ok sk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ook ook ok ok ok ok ok ok ok ok ok ok ook ook ook okokokok ok /
PARMLIB STMT 122 $S LINE(1-5)

PARMLIB STMT 123 $TLINE(1),TR=YES /*TRACE I/0 COMPLETIONS ON LINE 1%/
PARMLIB STMT 124 $VS,V (234,235,236,237),0FFLINE

PARMLIB STMT 125 / /
PARMLIB STMT 126 /% */
PARMLIB STMT 127 /% END OF JES2 PARAMETER LIBRARY LISTING */
PARMLIB STMT 128 /* */
PARMLIB STMT 129 [/ skskskskskokskokskok sk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok /-
Reading SYS1.PARMLIB(NULL)

PARMLIB STMT 130 /% THIS IS A NULL JES2 INITIALIZATION DATASET MEMBER =x/

Creating the JES2 cataloged procedure

To start the JES2 component, you must provide a subsystem cataloged JCL procedure (PROC). The PROC
name can be a maximum of four characters. For other naming restrictions, see z/0S MVS JCL User's Guide.
Before IPL, define the PROC in the IEFSSNxx member(s) of SYS1.PARMLIB.

Instead of a distributed JES2 procedure, IBM provides the sample member '"HASIPROC' in the
SYS1.SHASSAMP data set. 'HASIPROC' is a sample JCL procedure that should be tailored, renamed,
and moved to the production JCL procedure library for use as the JES2 subsystem JCL (the procedure
specified on a START command to start JES2).

The basic JES2 procedure ( Figure 1 on page 18) contains an EXEC statement and five data definition
(DD) statements named PROCO00, PROC01, HASPLIST, HASPPARM and STEPLIB. PROCOO defines a
default procedure library to be used for converting the JCL of batch jobs, time-sharing logons, and system
tasks. HASPLIST defines what is normally a dummy output data set, but you can modify this statement

to permanently point to a specific device or data set. Also, you can use the START command facilities to
generate a IEFRDER statement to override the HASPLIST statement.

The following parameters on the EXEC statement deserve mentioning:

PGM=
Specify the name of the JES2 load module. (It must reside in an authorized library.)

TIME=
Specify 'NOLIMIT' or 1440 to prevent system ABEND code 322 (CPU time limit exceeded).

REGION=
Typically, do not code this parameter (or specify REGION=0M) to prevent any virtual storage
restriction on the JES2 address space.

PERFORM=
Specify a unique performance group for tracking JES2 resources through RMF.

PARM=
Specify 'Warm,NOREQ' for the start parameters in the JES2 procedure. If necessary you can override
these parameter specifications on the 'S JES2' command. See “Specifying the Start Options” on page

26.
//3JES2 PROC N=SYS1,L=SHASLNKE,
// M=JES2PARM, PN=SYS1, PL=PARMLIB, U=
// PROCOO="'SYS1.PROCLIB' ,PROCO1="'SYS1.PROCLIB'
//IEFPROC EXEC PGM=HASJES20,TIME=1440,PARM=(WARM, NOREQ)
//HASPLIST % DD DDNAME=IEFRDER
//HASPPARM DD UNIT=&U,DSN=&PN; .&PL(&M),DISP=SHR
//PROCOO DD DSN=&PROCO@,DISP=SHR
//PROCO1L DD DSN=&PROCO1,DISP=SHR
//STEPLIB DD DSN=&N; .&L,DISP=SHR
Figure 1. The Basic JES2 Procedure
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The MVS message, IEC130I HASPLIST DD STATEMENT MISSING, will be issued if this DD name is not
included here.

You can change the JES2 procedure by entering updates with a TSO/E editor such as SPF or the IBM
IEBUPDTE utility program. You can add DD statements to the JES2 procedure to define:

« Other cataloged procedure libraries that are associated with job classes by the JOBCLASS initialization
statement or by the /*JOBPARM JES2 control statement.

IBM suggests using PROCLIB statements instead of changing the JES2 PROC.

Each library should be defined by a PROCnn DD statement. For instance, to specify a special library
for TSO/E logons, code PROCLIB=xxxxxxxx in the JOBCLASS(TSU) statement in the JOBCLASS(TSU)
initialization statement.

« One or more initialization data sets that define different conditions and types of workloads. See Figure 3
on page 20 for an example of an updated JES2 procedure.

IBM suggests that you specify DDNAMEs in the format of PARMxxxx when defining installation parameter
libraries in the JES2 procedure. After initialization, JES2 automatically unallocates data sets that have

a DDNAME of HASPLIST, HASPPARM, or PARMxxxx. By unallocating these data sets, installations can
dynamically delete the devices on which these data sets reside.

Specifying a back-up JES2 cataloged procedure

IBM suggests that you define a back-up JES2 cataloged procedure. If JES2 fails to start because of either
a JCL or an allocation error, you can use this member to start JES2 while you resolve the errors with the
original procedure.

You must build a member in one of the data sets defined by the IEFPDSI statement in the MSTRICLxx. In
the example below, the data set SYS1.PROCLIB contains the JCL found for the JESBACK member.

Enter the following command to start this procedure:
START JESBACK, JOBNAME=JES2,SUB=MSTR

where JESBACK is an installation-defined name for the member of SYS1.PROCLIB that contains the
backup JES2 procedure.

//IEFPROC EXEC PGM=HASJES20,TIME=1440,PARM=(WARM, NOREQ)
/ /HASPPARM DD UNIT=3390,DSN=SYS1.SECOND,DISP=SHR
//PROCOO DD DSN=SYS1.PROCLIB,DISP=SHR

Figure 2. The 'JESBACK' Back-up Procedure

When you have corrected the error in the original procedure, you can restart it by entering a

$P JES2,ABEND operator command to bring down the JES2 member. Then restart the JES2 member
through the MVS START command (S JES2) when you have replaced the back-up procedure with the
original JES2 procedure.

Specifying user PROCLIBs

As part of the conversion processing for jobs, started tasks (STCs), and time sharing users (TSUs),

you can specify that JES2 use an installation procedure library. This library is a set of common JCL
procedures that the JCL being converted can reference. These procedure libraries, PROCLIBs, can

be defined either in the JES2 PROC or by specifying the JES2 PROCLIB initialization statement. Use
operator commands without restarting JES2 to display, update, and delete PROCLIBs defined by JES2
initialization statements. In addition, an error in the PROCLIB initialization statement will not prevent
JES2 from starting. For these reasons, the PROCLIB initialization statement is the recommended method
for defining user PROCLIBs. For more information on the PROCLIB initialization statement, see z/0S JES2
Initialization and Tuning Reference.
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If you choose to define your user PROCLIBs in the JES2 cataloged procedure, it is important to do so by
using symbolic data set names that can be changed by the start command. Otherwise, a missing user
PROCLIB would require IPLing a backup system to make any changes to the production system.

To ensure performance and integrity, do not:

- Allocate additional extents or release extents

« Compress a PROCLIB data set

« Defragment (move) a volume containing a PROCLIB.

The following example JES2 procedure allows an operator to change user PROCLIB data set names in the

event of a failure. If a failure occurs during JES2 startup because of a missing user PROCLIB, restart JES2
and supply the missing SYS1.PROCLIB statement.

/] 33k ke ke ke ke ke ke ke ke ke ke ke ke ke ke ke ke ok ke ke ok ke ke ke ke ke ke ke ke ke ke ke ke ke ke ke ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok
//* *
//* EXAMPLE OF AN UPDATED JES2 PROCEDURE *
//* *
AR R AR ARSI SR AR A AR
//JIES2 PROC DSN1='SYS1.PROCLIB', * STANDARD PROCLIB. *
DSN2="'SYS1.PROCLIB2', * SYSTEM SUPPORT PROCS. *
// DSN3="'SYS1.PROCSPP', * PROG. PRODUCT PROCS. *
// DSN4="'SYS2.PROCLIB', * USER PROCLIB. *
// STEPLIB="'SYS1.JES2.SHASLNKE", * JES2 PGM LIBRARY *
// PGN=20, * PERFORM FOR JES2 *
// MBR=HASIPARM, TYPE=CTS % DEFAULT NAME ALTERNATE *
//* * PARM, TYPE (HAS/NJE/CTS) =«
R e S e R e
//* MODIFIED JES2 START PROCEDURE *
//* CHANGES - *
//* ADDITIONAL PROCLIBS - 1) SYS1.PROCLIB (SYSTEM PROCLIB) *
//* 2) SYS1.PROCLIB2 (SPECIAL PROCS) *
//* 3) SYS1.PROCSPP (P.P. PROCS) *
//* 4) SYS2.PROCLIB (USER PROC'S) *
//* SELECT VERSION OF JES VIA TYPE=HAS/NJE/CTS *
//* CHANGED TO USE SYS1.PROCLIB FOR JES2 INIT. PARMS *
//* LAST CHANGE - 10/14/86. *
//* *
/[ 3k e e ek e ke ke ke ke ke ke ke ke ke ke ok ke ke ok ke ke ke ke ke ke ke ke ok ke ke ok ke ke ke ke ke ok ok ke ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok
//* *
//IEFPROC EXEC PGM=&TYPE.JES20,TIME=1440,
// PERFORM=&PGN, DUMMY PERFORM FOR TRACKING
/ PARM=(WARM,NOREQ) SPECIFY START OPTIONS
//STEPLIB DD DSN=&STEPLIB,DISP=SHR (MUST BE AUTHORIZED)
//* *
/[ ***%%%%% DEFAULT PROCEDURE LIBRARIES LIST #***k*k*k*k*k*kkkAkAAAAAAAA KK
//* *
//PROCOO DD DSN=&DSN1,DISP=SHR
// DD DSN=&DSN2,DISP=SHR
// DD DSN=&DSN3,DISP=SHR
// DD DSN=&DSN4,DISP=SHR
//* *
/[ *****%%% INDIVIDUAL PROCXX CARDS FOR EACH PROCLIB. #%%kkkkkkkkkkksk
//* *
//PROCO1 DD DSN=&DSN1,DISP=SHR SPECIFIC DECLARATIONS
//PROCO2 DD DSN=&DSN2,DISP=SHR FOR USE WITH JOBPARM PROC=
//PROCO3 DD DSN=&DSN3,DISP=SHR PARAMETERS.
//PROCO4 DD DSN=&DSN4,DISP=SHR *
//HASPPARM DD DSN=SYS1.PROCLIB(&TYPE.PARM;),6DISP=SHR
//PARMBACK DD DSN=SYS1.JESPARM(&MBR) ,DISP=SHR /*ALTERNATE*/
//HASPLIST DD DDNAME=IEFRDER /*LISTING =/
//* *
Figure 3. Updated JES2 procedure example

Note: Data sets specified in the JES2 procedure (such as all DD statements) must be reference in one of
the following ways:

« Cataloged in the master catalog (or in a user catalog, provided the data set has a high-level qualifier
other than SYS1)

« Specify UNIT=and VOL= on the JCL DD statement
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« SMS managed data (do not specify UNIT or VOLUME) (UNIT= and VOL= on the JCL DD statement are
ignored.)

Using dynamic PROCLIB allocation

JES2 can dynamically allocate the PROCLIBs that it uses. By using an initialization statement and a set
of operator commands, you can take one further step to eliminate all-MAS member restarts. A restart

is required for static PROCLIB changes. If you define your PROCLIB(s) by the static JCL statements in
the JES2 PROC (as in Figure 1), and you accidentally introduce an error, such as imperfect syntax, or
reference a damaged or missing data set, that error prevents JES2 initialization. You are then required to
restart all MAS members to recognize the changes to the PROCLIBs.

However, if you set up your JES2 system to dynamically allocate PROCLIB members by using the
PROCLIB(xxxxxxxx) initialization statement (as in Figure 2) and a set of PROCLIB (xxxxxxxx) commands
(asin Examples 1, 2, and 3) you eliminate your need to restart JES2 whenever you need to change
PROCLIB definitions. When defined by initialization statement, PROCLIBs can then be added, changed,
deleted, and displayed using JES2 commands.

The JES2 PROCLIB specifications are primed with the static PROCLIBs (from the JES2 PROC) during
initialization processing. You can display the static PROCLIBs during initialization but cannot alter them. A
PROCLIB initialization statement with the same subscript as a static PROCLIB will create a new dynamic
PROCLIB but no data sets will be copied from the static PROCLIB. This works the same as a $ADD
PROCLIB command with an existing static PROCLIB. The dynamic PROCLIB concatenation overrides the
static PROCLIB. You can delete the logical PROCLIB concatenation after initialization using the $DEL
PROCLIB(xxxxxxxx) command, but you cannot delete or alter the static PROCLIB.

The following sections describe how you can define, change, and display PROCLIB(s) using this dynamic
technique. Be aware of the following restrictions:

« The JES2 PROCLIB data sets are typically not protected by data set ENQs. As a result, PROCLIB data
sets can be scratched or moved while JES2 is running. However, if the JES2 program property table
is updated (using a SCHEDxx PARMLIB member), then a data set ENQ will be used for the PROCLIB
data sets. If the data set ENQ is not obtained, IBM suggests setting up your own security procedure to
prevent accidental loss. The $T PROCLIB command can be used to reallocate libraries if necessary.

« The $T PROCLIB and $DEL PROCLIB commands only delete the concatenation logically. As a result,
when you use a PDSE in the concatenation, the PDSE might not be immediately available to scratch.
The dynamic PROCLIB's USECOUNT must equal zero to successfully scratch the PDSE. When a PDSE
is allocated as part of a dynamic PROCLIB concatenation, the PROCLIB remains open to a JES2
converter until the specific converter is assigned to convert a new job. A PDSE cannot be closed and
released from JES2 allocation until all JES2 converter PCEs are submitted and converted, the dynamic
PROCLIB's USECOUNT equals zero, and ample time has elapsed. You must perform this procedure
on each member in the sysplex where the PDSE is part of a dynamic PROCLIB concatenation. $D
PROCLIB(xxxxxxxx),DEBUG displays the USECOUNT. $D PCEDEF,CNVTNUM displays the number of
JES2 converter PCEs.

- PROCLIB statement processing ensures that specified data sets can be allocated. It does not ensure
that they actually exist, can be opened, or used as a PROCLIB data set.

« Because JES2 allocates PROCLIB during initialization, it does not become aware of extents you add at
a later point. Therefore, using secondary extents can cause I/O errors. However, if JES2 encounters an
I/0 error reading the PROCLIB data set, JES2 closes and re-opens that data set to recognize and use
any additional extents.

Note: When dynamic PROCLIBs are allocated, JES2 uses the DSI/NODSI program property attribute that
is associated with the HASJES20 program. If DSI is specified, JES2 requests allocation processing to
obtain the appropriate data set ENQs for the dynamic PROCLIB data sets.

Table 4. Dynamic PROCLIB rules

Action Existing PROCLIB Results
$ADD PROCLIB None New dynamic PROCLIB added
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Table 4. Dynamic PROCLIB rules (continued)

Action Existing PROCLIB Results
$ADD PROCLIB Dynamic PROCLIB Error, a dynamic PROCLIB exists
$ADD PROCLIB Static PROCLIB New dynamic PROCLIB created,

no data sets copied from the
static PROCLIB

$T PROCLIB None Error, no selectable entries to
modify
$T PROCLIB Dynamic PROCLIB Appropriate DD entries are

modified (starts with existing DDs
and makes updates to build a
new concatenation)

$T PROCLIB Static PROCLIB A new dynamic PROCLIB

is created by copying the
existing DDs from the static
concatenation to the new
dynamic PROCLIB and then
makes updates to build a new
concatenation.

$DEL PROCLIB None Error, no selectable entry to
delete
$DEL PROCLIB Dynamic PROCLIB Dynamic PROCLIB is deleted.

If there is a static PROCLIB
with the same subscript as the
dynamic PROCLIB, it becomes
active again

$DEL PROCLIB Static PROCLIB Error, cannot delete static
PROCLIB

Using the PROCLIB(xxxxxxxx) initialization statement

Use the PROCLIB(xxxxxxxx) statement to define a dynamic PROCLIB concatenation to be used by JES2
during conversion processing on this JES2 member. Dynamic PROCLIBs can be used to override PROCxx
DDs in the JES2 start PROC, but it cannot be used to alter or delete them.

You can add up to 255 DDs per PROCLIB member, and optionally specify VOLSER= and UNIT= definitions
if you have not previously cataloged the PROCLIB data sets.

By adding UNCONDITIONAL to a PROCLIB statement, you are requesting that JES2 "ignore" data

set(s) allocation failures. Therefore, the data set whose allocation failed is ignored, and JES2 continues
statement processing, and creates the PROCLIB structure for all valid DD statement (DSNAMEs) if at

least one allocation succeeds. Use a $D PROCLIB command to verify individual DSNAME allocations. JES2
returns $HASP319 PROCLIB(xxxxxxxx)... and flags all DD statements that failed allocations (DDs with
"ALLOCATION FAILED"). You can then use $T PROCLIB to change the definition, $DEL PROCLIB or $ADD
PROCLIB to delete or add a new PROCLIB, respectively, all without a JES2 restart.

Figure 4 on page 23 provides a static JCL PROCLIB definition. Compare it to Figure 5 on page 23 which
defines the same simple definitions using the dynamic JES2 PROCLIB statement.
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//PROCO1 DD DSN=USER.PROCLIB1,VOL=SER=J2COM1,UNIT=3390
// DD DSN=USER.PROCLIB2,VOL=SER=J2COM1,UNIT=3390
// DD DSN=SYS1.PROCLIB

Figure 4. Static JES2 PROCLIB definitions using JCL

PROCLIB(PROCO1) DD(1)=(DSN=USER.PROCLIB1,VOLSER=J2COM1,UNIT=3390),
DD(2)=(DSN=USER.PROCLIB2,VOLSER=J2COM1,UNIT=3390),
DD(3)=(DSN=SYS1.PROCLIB)

Figure 5. Dynamic JES2 PROCLIB definitions using JES2 PROCLIB statement

See z/0S JES2 Initialization and Tuning Reference for complete PROCLIB(xxxxxxxx) syntax and parameter
definition.

Displaying the PROCLIB(xxxxxxxx) initialization statement

Use the $D PROCLIB command to display your definitions as needed. This is particularly useful before
adding a new or changed definition to your production system. Figure 6 on page 23 and Figure 7 on page
23 reflect the definition specified in Figure 5 on page 23. Note that Figure 7 on page 23 includes the
DEBUG operand which returns additional PROCLIB data: USECOUNT, DDNAME, and a creation timestamp.

$D PROCLIB(PROCO1)

$HASP319 PROCLIB(PROCO1)
$HASP319 PROCLIB(PROCO1) DD(1)=(DSNAME=USER.PROCLIB1,

$HASP319 VOLSER=J2COM1,UNIT=3390),
$HASP319 DD (2)=(DSNAME=USER.PROCLIB2,
$HASP319 VOLSER=J2COM1,UNIT=3390),
$HASP319 DD(3)=(SYS1.PROCLIB)

Figure 6. $D PROCLIB example

$D PROCLIB(PROCO1),DEBUG

$HASP319 PROCLIB(PROCO1)
$HASP319 PROCLIB(PROCO1) USECOUNT=0,DDNAME=SYS00006,

$HASP319 CREATED=2003.145,14:33:22.36,
$HASP319 DD(1)=(DSNAME=USER.PROCLIB1,
$HASP319 VOLSER=J2COM1,UNIT=3390),
$HASP319 DD (2)=(DSNAME=USER.PROCLIB2,
$HASP319 VOLSER=J2COM1,UNIT=3390),
$HASP319 DD(3)=(SYS1.PROCLIB)

Figure 7. $D PROCLIB example using the DEBUG feature

See z/0S JES2 Commands for complete $D PROCLIB(xxxxxxxx) syntax and parameter definition, and z/0S
JES2 Messages for an explanation of $HASP319.

Modifying the PROCLIB(xxxxxxxx) initialization statement

There are several ways by which you can change your dynamic PROCLIB definitions. Here are three
methods which you might find useful.

Example 1:

$T PROCLIB(PROCO1),DD(1)=...,DD(2)=... /* change production PROC dynamically without a
restart */
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Always keep in mind how error prone such definitions can be. Repeated use of the $T command is
acceptable, of course. If your PROCLIB is large, rather than using a single $T command, which might
prove impossible because of command length limitations (consoles: 120 characters; card readers: 70
characters).

Example 2:

1. $ADD PROCLIB(TEMPO1),DD(1)=... /* copy and add PROC, but do not

use */

2. $T PROCLIB(TEMPO1),DD(2)=... /* change definitions as required, still do not
use */

3. Test and update TEMPO1 as required /* test until

correct */

4. $T PROCLIB(TEMPO1),NAME=PROCO1 /* change NAME= to production name to override

current PROC =/

Entering the correct subscripts on the DD statement can be error prone. If you are building up

a concatenation, there is an easier way. The next example takes advantage of the fact that JES2
compresses null DDs out of the concatenation. Note that data sets B, C, and D all specify a high DD
subscript (99) which JES2 compresses to the next (lowest) available DD subscript. JES2 renumbers them
to 2, 3, and 4, respectively. The example uses operator commands, but you can use the same technique
when coding initialization statements.

Example 3:

1. $ADD PROCLIB(TEMPO1),DD(1)=DSN=A... /* Create new PROCLIB concatenation or copy an old

one */

2. $T PROCLIB(TEMPO1),DD(99)=DSN=B... /* but always add to DD number 99. Because JES2
compresses  *x/

3. $T PROCLIB(TEMPO1),DD(99)=DSN=C... /% null DDs, each $T adds to the end of the
concatenation */

4. $T PROCLIB(TEMP®1),DD(99)=DSN=D... /% (assuming less than 99

DDs) */

5. $D PROCLIB(TEMPO1)
$HASP319 PROCLIB(TEMPO1) DD(1)=DSN=A...

$HASP319 DD(2)=DSN=B. ..

$HASP319 DD(3)=DSN=C. ..

$HASP319 DD(4)=DSN=D. ..

6. Test and update TEMPO1 as required /* test until

correct */

7. $T PROCLIB(TEMPO1),NAME=PROCO1 /* change NAME= to production name to override

current PROC =/

See z/0S JES2 Commands for complete $T PROCLIB(xxxxxxxx) syntax and parameter definition.

Altering or Compressing PROCLIB data sets

During normal JES2 operations, various PROCLIB data sets are open and being accessed by converter
subtask. Depending on the jobs that are being converted and the PROCLIB specification of these jobs,
these PROCLIB data sets can be open for extended periods of time. This can cause issues if a PROCLIB
data set needs to be compressed, expanded into new extents, or have extents freed.

The most common problem occurs because there is no indication of what PROCLIB data sets are open
and being read by the converter subtasks. Even if you could determine that a data set is currently not
open, a new job can be selected for conversion that causes the data set to be opened.

One way to address these concerns is to stop the conversion process and close all PROCLIB data set. This
can be done using the $P CNVT command. When issued, a highlighted HASP2222 message is issued to
indicate conversion processing is not active. Once all converter subtasks have been terminated and the
PROCLIB data sets closed, the “$HASP2223 All converters drained” message is issued. At this point, the
PROCLIB data sets can be safely compressed. Extents can also be added or freed from a PROCLIB data
set at this time.
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Once all changes to the PROCLIB data sets have been completed, the conversion process can be
restarted using the $S CNVT command. Subtasks are attached as needed for conversion processing.

While conversion is draining, batch jobs, started tasks, and TSO logons cannot be converted and no new
jobs can start running. Batch jobs that have already been converted and are awaiting execution can still
be run. Active TSO users and started tasks are not affected by the $P CNVT.

Note that the $P CNVT command is member specific. If the PROCLIB data set being altered is used by
multiple members of the MAS, then the command must be issued on all members that use the PROCLIB
data sets.

Defining the data set for JES2 initialization parameters

The HASPPARM DD statement defines a member in SYS1.SHASSAMP that initially contains the sample
initialization data set. The sample initialization data set is only an example and requires system-specific
modification. You will find it to be a useful base for coding your initialization data set(s).

When creating the JES2 initialization data set for your installation, you must move it from
SYS1.SHASSAMP to a data set comprised of 80 character records in a fixed record format. The data

set can be blocked with a BLKSIZE that is a multiple of 80. If your installation's SYS1.SHASPARM data
set is not blocked, you can improve system performance by moving this member to a blocked library and
tailoring the HASPPARM DD statement in the JES2 cataloged procedure accordingly.

Use the HASPPARM DD statement to define your initialization data set to replace the IBM-supplied null
data set. You can also create the initialization data set separately and define it by its own DD statement in
the procedure.

Your installations can use resources more efficiently by dividing the entire initialization data set into
multiple members. Multiple members allow you to:

 Separate JES2 parameters according to function.
« Allow multiple programmers to manage distinct subsets of parameters.

« Share a subset of parameters between the members of a JES2 MAS. (For the members of a JES2 MAS to
share parameters, some HASPPARM data sets must be shared among all the members.)

To process multiple parameter members, you can either list them all in the JES2 procedure, using a
concatenated DD for HASPPARM or use the JES2 INCLUDE initialization statement. To use the INCLUDE
initialization statement, point the HASPPARM DD in the JES2 procedure to a single data set and member
which contains the main JES2 initialization data set. This main data set can then INCLUDE each of the
other initialization data sets. Use system symbolics to identify member—specific data sets that you need
to include.

If JES2 cannot allocate a data sets specified on the HASPPARM DD statement, then you might need to
start a backup JES2 procedure, or IPL a backup system to correct the problem. Using a concatenation of
data sets for the HASPPARM DD increases the number of data sets that could cause a problem starting
JES2. Using system symbolics in the JES2 procedure introduces another potential source of errors.
Similar errors allocating data sets using the INCLUDE initialization statements will cause JES2 to enter
console mode giving the operator an opportunity to correct the error without having to restart JES2. To
ensure HASPPARM data set errors will not prevent JES2 from starting:

 Point the HASPPARM DD to a single, specific data set and member not likely be changed.

« Use INCLUDE statements in that initialization data set to add initialization statements from additional
data sets.

 Use system symbolics in the INCLUDE statement to identify member—specific data sets or members to
include.

The initialization of JES2 supports the concatenation of data sets of unlike attributes as the initialization
statement data set. This allows the use of a card reader to introduce the statements to JES2 by
concatenating it to the standard PARMLIB initialization member while they are being tested by the
installation.
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Specifying the Start Options

When JES2 is started, it uses the specified start options to determine how it will perform the current
initialization. The start options described in this section are defined by JES2. However, you can define
other start options for your installation by using the scanning facility (a $SCAN table is provided for
initialization options) or an Exit O routine for this purpose. (See z/0S JES2 Installation Exits for more
information about these procedures.) Unless these options are specified in the JCL procedure that is used
for automatic starting of JES2, you must specify the start options from the console.

Starting Using a JCL Procedure

When the options are specified on the JCL procedure (on the EXEC statement) or by specifying the
PARM= parameter on the MVS START command, JES2 suppresses the $HASP426 (SPECIFY OPTIONS)
message and completes initialization without operator intervention unless CONSOLE control statements
have been added to the JES2 initialization data set or an initialization statement is in error. z/0S MVS

JCL Reference gives the rules about using the MVS START command. These rules govern the use of the
PARM= parameter on the EXEC JCL statement and apply to how you specify JES2 start options with a JCL
procedure. The examples below illustrate both correct and incorrect use of these rules in starting JES2:

S JES2,PARM=(FORMAT, SPOOL=VALIDATE) ... 1s incorrect.
S JES2,PARM=(FORMAT, 'SPOOL=VALIDATE') ... 1is correct.
S JES2,PARM='FORMAT, SPOOL=VALIDATE' ... 1s correct.
S JES2,PARM=(FORMAT,SPOOL="VALIDATE') ... 1is incorrect.

When the options are specified (from the JCL procedure or on the MVS START command), JES2 does
some initial verification, and then issues the $HASP493 message indicating that initialization has started.
After it has accepted the options, JES2 reads the specified initialization data set. Message $HASP492
indicates that initialization is complete. JES2 is then ready to start processing jobs. If the NOREQ options
is specified, JES2 automatically starts processing. Otherwise, you will receive the following messages:

$HASP400 ENTER REQUESTS

This message requests the operator to use the $S command to start JES2 processing. JES2 issues
the $HASP492 message to indicate whether initialization was performed for all members of the MAS
configuration or only for the member indicated by memname (the member name). $HASP492 also
indicates the type of start performed to start member activity.

Starting using the console

If the PARM= parameter is not specified on the MVS START command for JES2, you are choosing to start
JES2 by specifying options from the console. JES2 issues message $HASP426:

*xid $HASP426 SPECIFY OPTIONS - JES jeslevel SSNAME=ssname

You should respond by using the MVS REPLY command to specify the JES2 options that are determined
by your installation procedures. (See z/0S MVS System Commands for a complete description of the
REPLY command.)

REPLY id,options

For example, if the id for a reply is "003", the $HASP426 message is:

003 $HASP426 SPECIFY OPTIONS..... message

You would reply as follows:

REPLY 003,options...........

Note:

1. You are only allowed to type one line on the operator console to provide the JES2 options in your reply.

26 z/0S: z/0OS JES2 Initialization and Tuning Guide



2. The reply to supply options must follow the rules for JES2 initialization statements.
3. The CHECK option cannot be entered in response to $HASP426.

The examples below illustrate correct responses:

REPLY 003,a,b,c,d,e
REPLY 003, 'a,b,c,d,e'
REPLY 003,a,b,x=144,d,e

Table 5 on page 27, the option table, lists the JES2 start options and an explanation of each. If you
respond to message $HASP426 with the $PJES2 command, JES2 terminates.

If this is the first start of JES2, the following sequence applies:

1. You should specify the COLD (or FORMAT) option. If COLD (or FORMAT) is not specified, JES2 issues
the following messages:

$HASP479 UNABLE TO OBTAIN CKPT DATA SET LOCK - I/0 ERROR
$HASP454 SHOULD JES2 BYPASS THE MULTI-MEMBER INTEGRITY LOCK?
(Y OR N)

Reply Y to message $HASP454. JES2 issues the following messages:

$HASPA78 INITIAL CHECKPOINT READ IS FROM CKPTn

(dsname ON volser)
$HASP434 INVALID CHECKPOINT RECORD ON CKPTn DATASET
$HASP285 JES2 CHECKPOINT RECONFIGURATION IN PROGRESS
$HASP289 CKPT1 AND/OR CKPT2 SPECIFICATIONS ARE REQUIRED.
$HASP272 ENTER RESPONSE

Reply TERM to the $HASP289 and $HASP272 message pair. Then, you have to restart JES2 specifying
the COLD (or FORMAT) option.

2. All options can be entered in uppercase or lowercase and must be separated by commas.

3. If two options are entered that are considered opposite, for example (WARM,COLD), the last option
that is specified is the one JES uses.

4. If FORMAT is specified, the system performs a cold start even though WARM is also specified.
The operator then enters the options using the standard reply format.

JES2 must be started and completely initialized before initiators accept work.

JES2 start options

Table 5. JES2 start options

Option Explanation

FORMAT FORMAT specifies that JES2 is to format all existing spool volumes.
NOEMT If you add unformatted spool volumes, JES2 automatically formats

them whether FORMAT is specified or not. When you specify
FORMAT, JES2 is automatically cold started.

Note: The FORMAT option is denied if this is a multi-access spool
configuration, and JES2 is processing in one or more of the other
members.

Default: NOFMT specifies that JES2 is not to format existing spool
volumes unless JES2 determines that formatting is required.
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Table 5. JES2 start options (continued)

Option
COLD
WARM

NOREQ
REQ

NOLIST
LIST

Explanation

COLD specifies that JES2 is to be cold started. All jobs in the member
are lost.

Note:

1. The COLD option is denied if this is a multi-access spool
configuration and JES2 is processing in one or more of the other
members.

2. If the member to be warm started is in a multi-access spool
configuration with any other active members, only this member is
warm started.

3. When JES2 is cold started, it will by default start with z22
functions activated unless the UNACT parameter is also specified.

Default: WARM specifies that JES2 is to be warm started. JES2
continues processing jobs from where they were stopped. If the
FORMAT option was also coded, then JES2 ignores the WARM
specification and cold starts.

NOREQ specifies that the $HASP400 (ENTER REQUESTS) message is
to be suppressed and that JES2 is to automatically start processing
when initialization is complete.

Default: REQ specifies that the $HASP400 (ENTER REQUESTS)
message is to be written at the console. This message allows

the operator to restore the MVS environment (VTAM, for example)
to what it was before the preceding shutdown and start JES2
processing with the $S command.

This can be overridden with OPTSDEF.

NOLIST specifies that JES2 is not to print the contents of the
initialization data set or any error flags that occur during initialization.
If you specify NOLIST, JES2 ignores any LIST control statements in
the initialization data set. The z/0OS JES2 Initialization and Tuning
Reference presents an example of an initialization data set listing
produced by using the list option.

Default: LIST specifies that JES2 is to print all the statements in
the initialization data set and any error flags that occur during
initialization. (JES2 prints these statements if a printer is defined
for that purpose when JES2 is started.) LIST does not print

any statements that follow a NOLIST control statement in the
initialization data set.

This can be overridden with OPTSDEF.
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Table 5. JES2 start options (continued)

Option Explanation
NOLOG NOLOG specifies that JES2 is not to copy initialization statements or
LOG initialization errors to the HARDCPY console. If you specify NOLOG,

JES2 ignores LOG control statements in the initialization data set.

Default: LOG specifies that JES2 is to accept any LOG statements in
the initialization data set.

This can be overridden with OPTSDEF.

SPOOL=VALIDATE VALIDATE specifies that the track group map is validated on a JES2
SPOOL=NOVALIDATE all-_member warm start in addition to the 7—day, ongoing track group
- validation cycle.

This option when used along with job queue validation is useful for
several special situations that require immediate track group map
validation. See z/0S JES2 Initialization and Tuning Guide for more
information about using SPOOL=VALIDATE.

Default: SPOOL=NOVALIDATE specifies that the track group map is
not validated when JES2 restarts (single-member and all-member
warm start and hot start).

CKPT1 CKPT1 specifies that JES2 reads the CKPT1 data set as the source
CKPT2 of the checkpoint data for building the JES2 work queues.CKPT2
specifies that JES2 reads the CKPT2 data set as the source of
checkpoint data for building the JES2 work queues.

Note: This option is valid only on an all-member warm start.

Default: 1f you do not specify this option, JES2 determines which
checkpoint data set to initially read based on information in the
checkpoint data set.

This can be overridden with OPTSDEF or CKPTDEF.
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Table 5. JES2 start options (continued)

Option Explanation

RECONFIG RECONFIG specifies that JES2 uses the checkpoint data set
definitions as specified on the CKPTDEF statement in the
initialization data set. JES2 overrides any modifications to the
checkpoint data set definitions that are previously made either
by the $T CKPTDEF command or by using the checkpoint
reconfiguration dialog. Specifying RECONFIG also causes JES2 to
enter the reconfiguration dialog during initialization; and issue
message $HASP289 CKPT1 AND/OR CKPT2 SPECIFICATIONS
ARE REQUIRED. The CKPTDEF statement definition cannot
contain the most current checkpoint definition if you have
previously reconfigured your checkpoint configuration through
the checkpoint reconfiguration dialog because changes that are
made through the dialog are not saved in the input stream data
set.

Note:

1. This option is valid only on an all-member warm start.

2. Specifying PARM=RECONFIG has the same effect as specifying
RECONFIG=YES on the CKPTDEF initialization statement.

HASPPARM=ddname HASPPARM=ddname specifies the name of the data definition (DD)
_ statement that defines the data set containing the initialization
HASPPARM=HASPPARM statements that JES2 is to use for this initialization.

Default:HASPPARM=HASPPARM specifies that JES2 is to be
initialized using the initialization statements in the data set defined
by the HASPPARM DD statement in the JES2 procedure.

Mutually exclusive with MEMBER-=.

MEMBER=membname or MEMBER=membname specifies the member of the default PARMLIB
PARMLIB_MEMBER= membname concatenation containing the initialization statements that JES2 is
to use for this initialization. PARMLIB_MEMBER= is a synonym for
MEMBER=. MEMBER is mutually exclusive with HASPPARM=. The
order of processing is:

1. MEMBER-= if specified.

2. HASPPARM= if specified.

3. Default HASPPARM=HASPPARM if DD can be opened.

4. Default MEMBER=HASjesx member of the default PARMLIB
concatenation.

MEMBER=HASjesx

CONSOLE Causes JES2 to simulate receiving a CONSOLE initialization
statement after all initialization statements are processed. That is,
if CONSOLE is specified, JES2 will divert to the operator console
for further parameter input after all PARMLIB parameter input is
exhausted. (See the CONSOLE initialization control statement, above,
for more information.)

This can be overridden with OPTSDEF.
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Table 5. JES2 start options (continued)

Option Explanation

NONE NONE, U, or N character specifies that JES2 is to use all the default
start options. There is no difference between these three options.

U These options are equivalent. When NONE, U, or N is specified, JES2
N uses the default start options that are:
« NOFMT
« WARM
« REQ
« LIST
- LOG
UNACT UNACT inactivates the new JES2 functions that are introduced
in z/OS Version 2 Release 2. This option reverses the ACTIVATE
level=z22 setting. It can be used on an all-member WARM or HOT
start or a COLD start.
Default: On a WARM or HOT start, JES2 takes no action and the
checkpoint release level stays at the previous setting. On a COLD
start, JES2 starts in z/OS Version 2 Release 2 (z22) mode.
$P JES2 If specified, instructs JES2 to terminate immediately.
CHECK If specified, instructs JES2 to run the initialization data set checker

and not start a JES2 subsystem. The initialization data set checker
runs JES2 initialization processing producing a number of reports.

For more information, see “JES2 initialization data set checker” on
page 383.

Controlling initialization using JES2 exits and the $SCAN facility
There are three exits taken by JES2 during initialization processing;:
« Exit O for pre-initialization processing
- Exit 19 for initialization statement processing for each initialization statement
- Exit 24 for post-initialization processing

Each assists the JES2 initialization process by providing greater access to the initialization data set and
increased checking and modifying capabilities.

If JES2 ends processing, Exit 26 can be taken for termination processing.

In addition, your installation can define new initialization statements, new parameters on existing
statements, and JES2 options through the JES2 scanning facility. This facility scans input (JES2
initialization, control statements, and some operator commands), parses and validates the input, and
sets or displays particular fields.

At each level of a scan, JES2 defines a table, and you can define an alternate table to override the
JES2 table definition. These tables are used to determine the validity and content of each initialization
statement scanned. The installation-defined table is used rather than the JES2 table. Thus, your
installation can define your own statements, add parameters to JES2 statements, override the table
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definition for JES2 statements, or add messages. See z/0S JES2 Installation Exits for information
concerning these exits and the scanning facility.

Controlling JES2 load modules

The following describes the structure of JES2 load modules and how they can be loaded onto your
installation.

JES2 load modules

JES2 is comprised of three main load modules and a collection of subsystem support modules. Table 6 on
page 32 is an alphabetic list of the JES2 load modules.

HASJES20 resides in the JES2 address space, HASPINIT resides in the JES2 address space during
initialization processing, and HASPFSSM resides in the functional subsystem address space. HASJES20 is
a split load module. Part of the module resides below the 16 megabytes in JES2 private storage, including
the main entry point, and the remainder resides above the 16 megabytes in JES2 private storage.

HASJESCK is an alias for HASJES20 that can be used to run the JES2 initialization data set checker. When
JES2 is entered using this interface, it does not use the attributes that are assigned to HASJES20 in the
program property table and runs instead as an unauthorized problem program. This is the recommended
way to run the JES2 initialization data set checker since it ensures that it cannot interfere with the normal
running of your system.

Table 6. Subsystem Support Modules

Module Purpose Storage
Location
HASCBLDM Message building support and templates. common
HASCARMS Automatic restart management SSI support. common
HASCARSO Support for automatic restart management services. common
HASCCNVS Converter Interpreter support module. common
HASCDAU Supports the allocation of multiple spin $I0Ts to support multiple common
output characteristics.
HASCDSAL Supports the allocation and deallocation of subsystem data sets. common
HASCDSOC Supports opening and closing subsystem data sets. common
HASCDSS Supports any data spaces JES2 creates. common
HASCEDS JES2 email delivery services (JES2 EDS address space). common
HASCENF Event Notification Facility (ENF) LISTEN Exit common
HASCGGKY Supports generic grouping keys. common
HASCGGST Supports generic grouping strings. common
HASCHAM Contains the JES2 access method support. common
HASPINIT The initialization modules. JES2
private
HASCINJR Support for internal readers. common
HASCIBST Supports job selection and job end processing. common
HASCIBTR Supports end-of-memory and end-of-task processing. common
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Table 6. Subsystem Support Modules (continued)

Module Purpose Storage

Location
HASCJZDN Job group support module. common
HASCLINK Supports linkage between JES2 modules. common
HASCNJAS NETSRV address space creation support. common
HASCNJE NJE service routines. common
HASCNJEX NETSRYV interface to IAZ services. common
HASCNJGP NETSRV address space general purpose subtasks. common
HASCNJJIR NJE/TCP job receiver support. common
HASCNJJIT NJE/TCP job transmitter support. common
HASCNJRC NETSRV recovery support. common
HASCNJRQ NETSRV interfaces to JES2 address space. common
HASCNJSR NJE/TCP SYSOUT receiver support. common
HASCNJST NJE/TCP SYSOUT transmitter support. common
HASCOFST Ensures the addressability of installation- or JES2-modified code. common
HASCPHAM Contains the JES2 access method support. common
HASCPOOL Supports the JES2 cell pool services. common
HASCQUEU Common queuing services. common
HASCRQUE Request queue services. common
HASCSAPI Supports SYSOUT API (SAPI) requests. common
HASCSCAN JES2 $SCAN support services. common
HASCSIJD Provides SSI support module. common
HASCSIJI Supports checkpoint versioning. common
HASCSIJP Supports JES properties subsystem interface (SSI) functions. common
HASCSIRQ Supports miscellaneous subsystem interface (SSI) functions such as [ common

write-to-operator, commands, and process SYSOUT.
HASCSISC Cancel, status, extended status services. common
HASCSJFA Updates the $SJIB with the output limits and the account number common
from the SWB.

HASCSJFS Supplies SJF-related services. common
HASCSRAX JES2 AUX address space services. common
HASCSRCI Converter interpreter support services. common
HASCSRDS Provides subsystem data set services. common
HASCSRIC Provides SSI control services. common
HASCSRIP Input processing service routines. common
HASCSRJIB Provides job-related services. common
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Table 6. Subsystem Support Modules (continued)
Module Purpose Storage
Location
HASCSRIM JES2 monitor services common
HASCTP Provides APPC/MVS transaction program support. common
HASCUBSR Supports unwritten buffer processing. common
HASCXJCT Support for extensions to JCT. common
HASJES20 The main task module. Alternate entry point HASJESCK. JES2
private
HASJ2MON JES2 health monitor services. JES2 monitor,
JES2 private
HASPFSSM The functional subsystem service module. FSS
private

HASJES20 resides in the JES2 address space, HASPINIT resides in the JES2 address space during
initialization processing, and HASPFSSM resides in the functional subsystem address space. HASJES20 is
a split load module. Part of the module resides below the 16 megabytes in JES2 private storage, including
the main entry point, and the remainder resides above the 16 megabytes in JES2 private storage.

The JES2 subsystem support modules reside in either the common service area (CSA, if the modules are
found in the STEPLIB or LINKLST data set) or the pageable link pack area (LPA, if the modules are not
found in the STEPLIB or LINKLST data set).

Loading JES2 subsystem support modules

You can control the area of storage into which JES2 loads these modules by placing copies of them in
either the LNKLST or STEPLIB data set before you start JES2. Modules loaded into LPA are read-only; they
cannot be replaced. The copy JES2 uses depends on where JES2 finds these modules. This gives you the
flexibility to use copies that reside in CSA instead of PLPA. Using copies that reside in CSA eases migration
and testing when your installation moves to a new level of JES2. If loaded into CSA, you do not need to
IPL your member to obtain the new load modules following a JES2 restart.

Note: A hot start does not change the copies of subsystem support modules you are using.
See the STORAGE=CSA column of Table 7 on page 35 for details about which copy JES2 will use.

JES2 subsystem module placement and storage considerations

All JES2 subsystem support modules normally reside above 16 megabytes in storage. The only exception
is HASCHAM, the load module containing the JES2 access method. HASCHAM must support direct

calls from applications running AMODE 24. All JES2 subsystem support modules run in 31-bit mode
addressing at all times, except for a small part of HASCHAM. MVS facilities and applications that invoke
JES2 services through the subsystem interface (SSI) can run in either 24-bit or 31-bit addressing mode.
The SSI bridges to the 31-bit JES2 subsystem modules.

Controlling the loading of installation-defined load modules

Use the LOADmod(jxxxxxxx) initialization statement to direct the loading of all installation-defined load
modules (such as installation-defined exits). Exit routines should be loaded in this manner, rather than
linking to JES2 load modules.
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JES2 only searches for installation-defined exit routines in:

« User modules defined by the LOADmMod(jxxxxxxx) statement
« HASPXITO

« Modules with reserved names in the form HASPXJxx.

c Attention: JES2 does not search for such routines in IBM-defined modules.

The STORAGE= parameter specifies the area of storage in which the load module is to be loaded. Table 7
on page 35 presents a summary of the manner in which JES2 directs the load of a load module based on
initial placement of that load module and the LOADmod(jxxxxxxx) STORAGE= specification.

Table 7. Placement of Load Modules Based on LOADmod(jxxxxxxx) STORAGE= Specification
LOADmod(x)
Module is Located In: STORAGE=PVT STORAGE=CSA STORAGE=LPA
STEPLIB Only PVT CSA $HASP003 RC=31
LPA Only LPA LPA LPA
LNKLST Only PVT CSA $HASP003 RC=31
STEPLIB and LPA PVT CSA LPA
(STEPLIB) (STEPLIB) version
STEPLIB and LNKLST PVT CSA $HASP003 RC=31
(STEPLIB) (STEPLIB)
LPA and LNKLST LPA LPA LPA
STEPLIB, LPA and LNKLST PVT CSA LPA
(STEPLIB) (STEPLIB) version

Note the following restrictions:

 You cannot use the LOADmod(jxxxxxxx) statement to direct the load of any IBM-supplied JES2
modules. If you specify any IBM-supplied JES2 modules on this statement, JES2 issues the following
message:

$HASPOO3 RC=52, NO SELECTABLE ENTRIES FOUND MATCHING SPECIFICATIONS

The placement of these modules depends on which data set contains the modules.(See the
STORAGE=CSA column in Table 7 on page 35 for the placement of the modules.)

« STORAGE=LPA is not valid if the load module is initially placed in STEPLIB only, LINKLST only, or both
STEPLIB and LINKLST. JES2 issues message $HASP003 RC=31, MODULE COULD NOT BE LOADED.

« All other STORAGE= requests are valid, but you cannot receive the expected result (see Table 7 on page
35). T

 You cannot load a module into the link pack area (LPA) following MVS initialization; you can only direct
JES2 to use the LPA version.

Starting and stopping JES2

MVS and JES2 initialization are two distinct processes.This means you specify the processes associated
with initialization of MVS (reloading the LPA, clearing the VIO data sets) and of JES2 (initializing the job
queues) separately. You can start both MVS and JES2 through either a cold start or some type of warm
start. For more information on start types, see “Restarting JES2” on page 39. Although for any given IPL,
it is possible to cold start one (MVS or JES2) and warm start the other, the usual procedure is a warm start
for both.
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JES2 performs an initialization the first time it is started (as part of the IPL procedure) and every time
it is restarted. In a multi-access spool (MAS) configuration, you must start JES2 in each member in the
configuration. The following provides information on starting and stopping JES2:

« “JES2 program properties” on page 36.

This topic describes the JES2 entry for the program properties table (PPT). The PPT allows an
installation to specify a list of programs that require special attributes to run as efficiently and securely
as possible.

« “Starting JES2 for the first time (a cold start)” on page 36.

This topic describes the procedure for starting a JES2 member on a cold start (for the first time). It
provides a record of JES2 message displays and the accompanying operator responses.

« “Performing an orderly shutdown of a JES2 member” on page 38.

This topic describes how you can bring down a JES2 member, providing a record of JES2 message
displays and the accompanying operator responses.

“SMF record summary: starting and stopping JES2” on page 39.

This topic presents the SMF records generated whenever a JES2 member is started or stopped.
- “Using event notification signalling with JES2” on page 39.

This topic describes how authorized programs can determine when JES2 starts or stops.

JES2 program properties

The JES2 entry of the program properties table (PPT) should indicate that JES2 is nonswappable because
JES2 performs long-term page fixes. The program properties table should also indicate that JES2 is a
started task and is exempt from data set name enqueue and cancellation. Further, to ensure appropriate
security checks for data sets opened by JES2 on behalf of user-submitted jobs, the PPT entry for JES2
must include password protection (PASS). The entry for JES2 in the IBM-supplied program properties
table looks like this:

PPT PGMNAME (HASJES20) NOCANCEL NOSWAP NODSI PASS SYST KEY(1) LPREF NOHONORIEFUSIREGION

For information about defining the JES2 entry in the program properties table, see z/0S MVS Initialization
and Tuning Reference.

Starting JES2 for the first time (a cold start)
To start JES2 for the first time (a cold start) choose one of the following three methods:
1. Define your primary subsystem with the PRIMARY keyword in member IEFSSNxx on SYS1.PARMLIB.

The IEFSSNOO member defines JES2 as the primary subsystem and does not specify the NOSTART
option. This causes JES2 to start automatically.

Because the IEFSSNxx member does not allow installations to pass parameters, you cannot use
symbolic JCL if the START command is in the IEFSSNxx member of SYS1.PARMLIB. (See z/0S MVS
Initialization and Tuning Reference for more information about using this parmlib member.)

2. Specify the MVS START command in the COMMNDxx member of SYS1.PARMLIB.
3. Enter the S JES2 command through an operator command:

S JES2,PARM=(COLD) ,M=initialization deck,N=parmlib member

In this example, the procedure that invokes the JES2 member is JES2.

Regardless of the method you use, specifying the JES2 start option LOG=NO decreases JES2 initialization
time. The default for this JES2 start option, LOG=YES, specifies that JES2 must write all initialization
statements and initialization errors to the HARDCPY console and the SYSLOG. You should only use the
LOG=YES start option when testing a new initialization stream.
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JES2 console messages during initialization

As soon as JES2 is started, the SPECIFY OPTIONS message is issued to the operator. The operator then
specifies the COLD parameter (or FORMAT) option.

A cold start results in the initialization of all JES2 job and output queues. During the spool processing
for cold start, JES2 examines all spool volumes that are online to determine if each is formatted; any
unformatted spool volume is formatted at this time.

If COLD (or FORMAT) is not specified, JES2 will issue the following series of messages:

$HASP479 UNABLE TO OBTAIN CKPT DATA SET LOCK
$HASP454 SHOULD JES2 BYPASS THE MULTI-MEMBER
INTEGRITY LOCK?

Reply ‘Y’ to this message, and then JES2 issues the following messages:

$HASP478 CONFIRM INITIAL CHECKPOINT READ FROM CKPTn
$HASP434 INVALID CHECKPOINT RECORD ON CKPTn DATASET
$HASP285 JES2 CHECKPOINT RECONFIGURATION IN PROGRESS
$HASP289 CKPT1 AND/OR CKPT2 SPECIFICATIONS ARE REQUIRED
$HASP272 ENTER RESPONSE

Reply ‘TERM’ to the $HASP289/272 message pair. You will then have to restart JES2. Be certain to specify
COLD (or FORMAT) when you again receive the $HASP426 SPECIFY OPTIONS message.

If any of your checkpoint data sets reside on Coupling facility structures rather than on DASD, JES2 issues
the following message to verify the XCF connection, the JES2 XCF group name for your multi-access spool
(MAS), and the name of the JES2 member that belongs to the JES2 XCF group:

IXZ0001I CONNECTION TO JESXCF COMPONENT ESTABLISHED,
GROUP WSC MEMBER WSC$SY01

For more information about how JES2 XCF groups are defined, see “Defining JES2 to the cross-system
coupling facility (XCF)” on page 8.

Regardless of where your checkpoint data sets reside, JES2 provides an informational message to display
the size of the checkpoint that was determined from your initialization data set values. After receiving the
checkpoint data set information, you must confirm that initialization should continue by responding ‘Y’ to
the $HASP441 message. For example:

$HASP537 THE CURRENT CHECKPOINT USES 43 4K RECORDS
$HASP436 CONFIRM COLD START ON
CKPT1 - STRNAME=J2WRKCKPT1
CKPT2 - STRNAME=J2WRKCKPT2
SPOOL - PREFIX=J2WRK DSN=SYS2.HASPACE
03 $HASP441 REPLY 'Y' TO CONTINUE INITIALIZATION OR 'N'
TO TERMINATE IN RESPONSE
$HASP478 INITIAL CHECKPOINT READ IS FROM CKPTn
(STRNAME J2WRKCKPT1) .

After you verify that JES2 should continue initialization, the member issues the following messages to
start and format the JES2 address space:

$HASP493 JES2 COLD START IS IN PROGRESS

$HASP266 JES2 CKPT2 DATA SET IS BEING FORMATTED

$HASP267 JES2 CKPT2 DATA SET HAS BEEN SUCCESSFULLY FORMATTED
$HASP266 JES2 CKPT1 DATA SET IS BEING FORMATTED

$HASP267 JES2 CKPT1 DATA SET HAS BEEN SUCCESSFULLY FORMATTED
$HASP492 JES2 COLD START HAS COMPLETED

When initialization is complete, JES2 deletes the $HASP493 message and issues the $HASP492 COLD
START HAS COMPLETED message.

When JES2 completes initialization, it either

« Begins to process jobs automatically after the $HASP492 message

or
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» Waits for the operator to enter the $S command in response to the $HASP400 ENTER REQUESTS
message.

JES2 issues the $HASP400 ENTER REQUESTS message if the PARM= keyword has been omitted from the
S JES2 command and EXEC statement of the JES2 procedure.

A problem can occur if a JES2 spool volume (specified by the VOLUME= parameter on the SPOOLDEF
initialization statement) is not mounted and ready when the primary JES2 member is started. At least one
spool volume must be mounted because JES2 must have spool space available in order to process an
MVS MOUNT command. In this situation, the operator must ready a spool volume and IPL again.

To be certain you have at least one spool volume available at all times, include an entry in the VATLSTxx
parameter library member specifying at least one spool volume without suppressing the mount option.
VATLST processing will then request that a volume be mounted during the IPL process. An example would
be:

SP0OOL1,0,2,3380

See z/0S MVS Initialization and Tuning Reference for more information about VATLSTxx member.

Performing an orderly shutdown of a JES2 member

You can stop and restart JES2 in a system at any time by using operator commands. This capability allows
you to:

« Quiesce job processing in preparation for an orderly system shutdown
» Restart JES2 to perform an initialization with different initialization parameter specifications.

The $DJES2 command lists all activity that would cause a $PJES2 command to be rejected. When all
activity has been successfully quiesced, the response to the $DJES2 command will be $HASP608 ALL
AVAILABLE FUNCTIONS COMPLETE. Then you can enter a $PJES2 command successfully. In each case,
first enter the $P command to drain the JES2 queues. (Note that all printers supported by a functional
subsystem need to be drained before entering the $P JES2 command). When all TSO/E users log off
and all JES2 started tasks, logical initiators, printers, and punches complete their current activities and
become inactive, JES2 notifies you with the following message:

$HASPO99 ALL AVAILABLE FUNCTIONS COMPLETE

You can then stop all started tasks and enter the $P JES2 command, which stops JES2 and removes it
from the MVS system.

If an installation is running partially disabled because a PCE (processor controller element) has failed,
you must enter the $P JES2,ABEND command because the member cannot end without an abnormal
termination. JES2 informs an installation if it is running with a disabled processor through the $HASP068
message, which identifies the processor that has failed. For more information about JES2 PCE recovery
options see “Running with disabled JES2 processors” on page 38.

When you are halting the system at the end of the day or the end of the work shift, you can enter the MVS
HALT EOD command to bring down the MVS system. If you halt the MVS system, see “Restarting JES2” on
page 39 for instructions on how to restart the JES2 member.

Running with disabled JES2 processors

Processor control elements (PCEs) represent dispatchable work in JES2; there are PCEs for devices such
as printers, lines, transmitters, and readers, and for functions such as conversion, execution, output, and
purge.

JES2 recovery processing deactivates non-essential PCEs in the event of a failure. This procedure allows
JES2 to continue processing work with all but the failing device or function. The installation can then

decide when to restart JES2 and control the number of unexpected JES2 outages. Non-essential PCEs
are not critical to the operation of the JES2 subsystem. However, system programmers must determine
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the relative importance of a particular PCE to their installation. See the complete list of JES2 PCEs in
Appendix A in z/0OS JES2 Messages.

Do not continue processing work for a long time without a PCE because JES2 might lose some function.
For example, if a spool processor fails, an installation could not issue commands to start, halt, or drain
a spool volume. If a printer PCE fails, an installation would not be able to print output owned by that
processor on another printer.

If a printer PCE fails while a SYSOUT transmitter is in the process of transmitting a large job across the
network, an installation can run without the printer PCE until the SYSOUT transmitter finishes transmitting
the data. When the SYSOUT transmitter has finished, an operator should bring JES2 down by entering a
$P JES2,ABEND command, then hot start the subsystem to reacquire the failed PCE.

When a PCE fails:

« JES2 attempts normal recovery through $ESTAE processing. If $ESTAE recovery processing is
successful, JES2 processing continues.

« If the PCE is not recoverable and is essential to the proper operation of JES2, then JES2 will end.

« If the $ESTAE routine cannot recover the PCE, and the device or function that the PCE represents is
not essential to JES2, the PCE will never be given control again; JES2 will not attempt to recover the
resources associated with the lost PCE and issues the $HASP070 message.

Note: The $HASP0O70 message occurs only if the number of ABENDs has exceeded the threshold set by
the RECVOPTS(MAIN) initialization statement.

You can then decide if and when the lost PCE warrants a restart of JES2. See z/0S JES2 Messages for
information about $HASP095 and $HASP068.

SMF record summary: starting and stopping JES2

The following lists the SMF records written when a JES2 subsystem is started and stopped. For a
complete list of the record contents, see z/0S MVS System Management Facilities (SMF).

Table 8. SMF Records Used When JES2 Starts or Stops a Member

Record Number Action that Causes the Record to be Written

43 - An operator enters an S JES2 command.
= An operator enters a $£ MEM command.

45 « An operator brings down the JES2 address space ($P JES2 command).

« JES2 ends abnormally and retains control long enough to write the record.

Using event notification signalling with JES2

Authorized programs can determine when JES2 is started by listening for ENF (event notification facility)
signal 40. Any application program that relies on the JES2 member can tell when a primary or secondary
JES2 begins or ends normally.

Authorized programs can determine when JES2 is ending normally by listening for ENF signal 40. ENF
signal listeners are not notified if JES2 ends abnormally. For more information about how to specify the
ENF signal, see z/0S MVS Programming: Authorized Assembler Services Guide.

Restarting JES2

You can restart JES2 by either selecting a cold start or a type of warm start. This selection is made

when the operator responds to the SPECIFY OPTION request with either COLD or WARM. The restart type
you select depends on the current environment within a single processor or multi-access spool (MAS)
configuration. See “Modifying JES?2 initialization statement specifications” on page 46 for notes on when
a particular type of restart is required.
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Cold start

On a restart of a JES2 member, you should implement a cold start with some caution, because all job data
previously on the spool volumes is lost. No other member in a multi-access spool configuration can be
active during a cold start, or JES2 will end with an error message.

If you request a cold start of JES2 or have specified the FORMAT start option, an IPL must precede the
execution of the MVS START(S JES2) command. However, an IPL is not required if JES2 was stopped by a
$P JES2 operator command.

Warm starts

There are five ways in which a warm start can be performed in a multi-access spool configuration. The
following explains how you can use these options and the processing that JES2 performs.

All-member warm start

An all-member warm start is performed if a warm start is specified by the operator and JES2 determines
that no other members of the configuration are active or there is only one member in the configuration. All
in-process work in the MAS will be recovered. After an all-member warm start, other members entering
the configuration for the first time will perform a quick start.

During warm start processing, JES2 validates (and rebuilds when necessary) the job and output queues
and the job queue index. Damaged or corrupted job output elements (JOEs) and job queue elements
(JQEs) are placed on the rebuild queue.

This is the only time that certain activities are performed within the MAS, because no other processors are
currently using the checkpoint data set. These activities include:

« Rebuilding the track allocation status (track group map) if you specify SPOOL=VALIDATE as a start
option.

- Deleting spool volumes not previously removed through the $P or $Z commands that are no longer
available to the member. See “Starting the multi-access SPOOL configuration” on page 55 for starting
JES2 in a multi-access spool configuration.

Note: You can add members of a multi-access spool configuration at any JES2 warm start.

Single-member warm start

A single-member warm start is performed when WARM is specified and other members of the
configuration are active. The warm-starting member joins the active configuration and recovers only work
in process on that member when it failed or was stopped.

If JES2 experiences an abnormal termination (ABEND), and you want to request a JES2 warm start:
1. IPL the system.
2. Issue the MVS START JES2 COMMAND.

3. When a request for options (SPECIFY OPTIONS) is received at the console, respond with the keyword
WARM.

4. In a multi-access spool configuration, all spool volumes that are online to the multi-access spool
configuration must also be online to the member being started.

When warm starting, JES2:

- Only requeues jobs that were previously active on this processor.

- Validates and rebuilds when necessary the job and output queues and the job queue index. Damaged or
corrupted job output elements (JOEs) and job queue elements (JQEs) are placed on the rebuild queue.
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Quick start

You can perform a quick start when you respond with the keyword WARM to the request for options
($HASPA426 SPECIFY OPTIONS) at the console and JES2 determines that the job queue and job output
table do not need to be updated. In this case, the member being started is not the first member being
started in the MAS.This can occur in these circumstances:

« After $P JES2 has been issued to quiesce the member. Because all work is quiesced, there is no need to
update the job queue or job output table before restarting.

« After an all-member warm start has been performed and no work is waiting to be processed; therefore,
the job and output queues are empty.

« A $E MEM command was entered at a processor within the multi-access spool configuration other than
the member being started. This gives the issuing member the ability to:

— Process any jobs that had a specific affinity for the member being reset.

Process any output for the reset member.

Restart any jobs that were interrupted on the reset member.

Dynamically add a new member to a multi-access spool configuration. A new member is defined as
a member that has a NAME (on the MEMBER statement) that has not been previously defined to the
MAS.

Thus, there is no need to update the job queues or job output table on the reset member.

On a quick start, as on all other start types, JES2 validates (and rebuilds when necessary the job and
output queues and the job queue index. Damaged or corrupted job output elements (JOEs) and job queue
elements (JQEs) are placed on the rebuild queue.

Hot start

A hot start is performed when JES2 abnormally terminates, WARM is specified, and JES2 determines that
an IPL has not occurred before restart.

You can use a hot start when JES2 has stopped, but other members have continued to function and have
not experienced problems. When you hot start JES2, all address spaces continue to execute as if JES2
had never terminated. Functional subsystems will continue to process spooled output if possible before
the hot start, and JES2 will reconnect to the functional subsystem (FSS) during the hot start. Hot starts do
not affect other members in a multi-access spool configuration.

JES2 validates (and rebuilds when necessary) the job and output queues and the job queue index.
Damaged or corrupted job output elements (JOEs) and job queue elements (JQEs) are placed on the
rebuild queue.

Also, many initialization statements and parameter specifications are ignored on a hot start of JES2. (z/0S
JES2 Initialization and Tuning Reference notes these parameters.)

$E MEM command start

In addition to the above methods of restarting JES2, a restart of work on the failed member can be
performed on any other active member in the configuration by the AUTOEMEM facility or by entering
the $E MEM command. In-process work on the specified member is recovered and made available for
selection by other members of the configuration, subject to system affinity for execution restart.

Table 9 on page 42 shows which type of warm start is appropriate, depending on

« How the JES2 member was shut down
« Whether other JES2 members are active.
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Table 9. Warm start types

Warm Start Type

Other Members
Active

Circumstances for Doing a JES2 Warm
Start

All Members*

No

IPL or $P JES2

Single member

Yes

Abend followed by MVS IPL

Quick

Yes

For any of the following:

« $P JES2 (with or without IPL)

« After first member in an all-member warm
start

« After a $E MEMBER command or
the AUTOEMEM option performed from
another member of the MAS

« Dynamically add a new member

« When adding an already defined member
to a MAS

Hot

N/A

Abend without MVS IPL

Note: If there are no other members active in the MAS, JES2 performs an all member warm start.

Warm start considerations

If HARDCPY=SYSLOG (in the IEASYSxx parameter list) is specified and MVS system WTO buffers in use
exceeds the limit specified in the CONSOLxx MVS statement, JES2 will be placed in a wait until the buffers

in use again falls below that limit.

During a warm-start initialization, JES2 reads through its job queues and handles each job according to its

status:

1. Jobs in input readers are lost and must be reentered.

2. Jobs in output (print/punch) are requeued and later restarted.

The checkpoint for jobs on the 3800 printer points to the end of the page being stacked at the time of
the checkpoint. Jobs that were sent to the 3800 printer but that did not reach the stacker are reprinted
from the checkpoint. If no checkpoint exists, then it is reprinted from the beginning.

3. Jobs in execution are either requeued for execution processing or are queued for output processing.

4. All other jobs remain on their current queues.

If a job in execution was journaled, it is updated to indicate warm start, and the job is queued for

re-execution. If a job in execution has no journal, it is tested to determine whether restart was indicated
for the job. If restart was indicated, the job is updated to remove any warm-start indications, and the job is
queued for re-execution. If restart was not indicated, the job is queued for output processing.

Following JES2 warm-start processing, jobs queued for re-execution are again selected by initiators.

« A nonjournaled job that was requeued because RESTART was indicated is handled as a new job.

- Ajournaled job that indicates warm-start processing receives special attention from an initiator.

The initiator/terminator purges existing job tables and messages for the job and then checks whether the
job is authorized for warm-start processing;:

« The job must have a valid restart definition (RD=) code in the RD parameter on its JOB statement.

« The operator must authorize the job to be restarted. (Each eligible job is presented to the operator
asking whether the job is to be restarted.)
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If either of these two authorizations is not made, the job is tested to determine whether RESTART was
indicated. If it was, the job's JES2 job control table control block is updated to remove any warm-start
indications, and the job is queued for re-execution. If restart was not indicated, the job is queued for
output processing.

Jobs can be presented to the JES2 member for warm start at any time and in any order. This allows
important jobs and member functions to be executed ahead of less important jobs scheduled for
execution or termination. New jobs can be presented to the JES2 member and processed according
to their priority, ahead of lower-priority warm-start jobs.

During warm-start initialization, JES2 lists the activity in process for each job at the time JES2 was
stopped. Then, when the ENTER REQUESTS message is issued (unless the NOREQ start option was
specified), the operator can enter requests to modify or delete each activity. This message also allows the
operator to examine the status of output devices (such as UCS and FCB settings) in order to:

1. Determine what action should be taken before restarting the output process
2. Change the status of logical initiators and devices
3. Modify the status of jobs on the JES2 queues.

The status and activity of each device will revert to the specifications of the initialization parameters. If
you specify NOREQ, JES2 begins processing each job according to the specifications of the initialization
parameters as soon as resources to process each job become available.

Warm Starting with multiple JES2 levels in a MAS

JES2 supports up to three consecutive releases of JES2 running in the same MAS. JES2 enforces this rule
and ships service to down level releases to allow them to exist with the newer releases. Failure to apply
this maintenance or trying to go outside the supported release will result in a $HASP710 message being
issued to indicate the problem. $HASP710 indicates active members in the MAS are incompatible with
the initializing member. See the z/0S JES2 Messages book for more information.

JES2 also supports a more liberal migration policy. This migration policy covers going from one release of
JES2 to a new release with a warm start. IBM guarantees that this migration policy will span a minimum
of 5 releases of the operating systems. That is, the data generated by the JES2 provided with release x of
the operating system is compatible with the data generated by the release of JES2 provided with release
x-5 and release x+5 of the operating system. This may include a release that cannot coexist in a MAS.
The requirements for migration are documented in the z/0S Upgrade Workflow manual for each release.
Failure to abide by the migration requirements can result in a $HASP446 message being issued. For more
information about $HASP446 see z/0S JES2 Messages.

Note: IBM supports data compatibility for only supported releases. Data compatibility is not guaranteed
with unsupported releases.

Verifying Checkpoint Time Stamps

During warm start processing, JES2 performs some checks on the last written time stamps of the
checkpoint data sets it is going to use. These tests try to detect cases where JES2 is reading from

the wrong checkpoint data set. Ultimately it is the installations responsibility to ensure that the correct
data sets are used to start JES2. However, some common problems are detected by JES2. Normally, the
$HASPA78 message is not highlighted and is issued for informational purposes only. However, if JES2
detects a potential problem with the last written times of the checkpoint data set(s), then the message is
highlighted and followed by the $HASP441 WTOR. When this happens, the installation should verify that
the time stamps associated with the data set compared with the time the MAS was last active and would
have last written the checkpoint. If not, then reply 'N' to the $HASP441 message to terminate in response
to $HASP478.

Rebuilding JES2 job queues

Errors that are not detected and corrected by other portions of JES2 can damage the JES2 job or output
queues. These errors can occur in both software and hardware. You can correct these errors through any
type of warm start. Because the original in-storage order of jobs might change as a result of the job queue
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rebuild, JES2 performs the queue rebuild only with operator permission. To indicate a job queue error and
request operator instruction, JES2 issues $HASP483 JES2 JOB QUEUE ERROR -- REPLY ‘Y’ TO REBUILD
OR ‘N’ to TERMINATE JES2.

When job queues are rebuilt, JES2 invokes the REQ initialization option, allowing jobs to be requeued or
canceled at your discretion.

The success of the queue rebuild procedure depends upon how badly the queues are damaged. If there
is insufficient information to permit rebuilding the queues for a job, that job is purged and must be
resubmitted for processing.

When you warm start JES2, JES2 verifies data that includes the following:
» For JQEs:

— Job number is non-zero and not used by any other job
— Valid offset to next JQE
 Forall JOEs:

— The JOE type compared to the queue type
» For work JOEs:

— The class type
— The offset of the job queue element
— The offset of the characteristics JOE.

If JES2 detects that the JQE or JOE has been corrupted and JES2 cannot correct the problem, JES2
places that JQE or JOE on the rebuild queue until it can be moved to the free queue. (To be moved to
the free queue, a JQE must not be locked, busy, or retain JOEs.) JES2 moves the JQE or JOE when the
member is again restarted, at the next all-member warm start, or when that JQE or JOE is no longer busy
(that is, when this phase of job processing ends).

If in response to a $D JOBDEF or $D OUTDEF command, JES2 indicates that there are jobs or JOEs,
respectively, on the rebuild queues, use the $D REBLD command to display all jobs and output elements
on that rebuild queue. This might prove useful when trying to locate jobs that appear lost; a situation
that might occur if in response to a $D J, $L J, or a $D OJ command JES2 does not find all the jobs you
expected.

Typically, the rebuild queue is empty, but if JES2 places a job or JOE on the rebuild queue, it provides
diagnostic information through messages $HASP440 and $HASP517 when it completes rebuilding the
JOE queue and JQE queue, respectively. These messages also include the number of elements placed on
the rebuild queue.

Validation of JES2 track group map

On an all-member warm start, you can use the SPOOL=VALIDATE start option to request that JES2
validate the track group map. This is typically not needed unless you receive indications from JES2 such
as the following:

« Persistent JES2 disastrous errors ($HASPQ95, error code $DIS)
« LOGREC symptoms records (SYMRECSs) that point to track group allocation or purge problems.

Not all SYMRECs warrant your use of SPOOL=VALIDATE. Some of the symptom records are considered
informational only. See z/0S JES2 Diagnosis for a list of the SYMRECs and an indication of their severity.

Immediate spool validation can then be useful as an immediate validation of the track group map in place
of the ongoing track group validation cycle wherein all track groups are validated once every 7 days.

If JES2 rebuilds the job queues, JES2 forces track group validation on the next all-member warm start. If
that rebuild occurs during an all-member warm start, the track group validation occurs during that warm
start; it does not wait until the next all-member warm start.
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Restarting JES2 with missing SPOOL volumes

During all-member warm-start processing, the operator is notified of any spool volumes not mounted, and
is requested to provide information concerning their status.If a spool volume cannot be recovered, the
operator's response (PURGE) will force the purging of jobs and SYSOUT data sets allocated to the volume.
If the operator indicates that the volume is only temporarily unavailable (GO), no jobs allocated to that
volume will be processed until the volume is made available through a $S SPL command. If the required
volumes have not been mounted at this point, the operator can end (QUIT) JES2 initialization.

Note: If JES2 is interrupted during spool validation (through either an abnormal end or a re-IPL), JES2
does not provide the GO option to the operator.

For information on the relationship between restarting and use of the checkpoint data set, see
“Checkpoint reconfiguration: An overview” on page 199.

Hot start considerations

Initialization statements

A hot start will cause certain initialization statements and initialization statement parameters to be
ignored. For the complete set of ignored parameters, consult the parameter description for each JES2
initialization statement in z/0S JES2 Initialization and Tuning Reference.

Exit facility

If JES2 is hot starting, it is possible that some jobs have not finished execution; these jobs could still be
calling installation exit routines from one of the JES2 subsystem support load modules. Therefore, the
names, number, and order of the exit routines for each exit are required to remain unchanged, and all
EXIT(nnn) initialization statements encountered during a hot start are ignored.

You can change the exit routine addresses through the LOADmod(jxxxxxxx) statement, with the restriction
that routines previously loaded into the private area remain there and those in commonly addressable
storage (PLPA or CSA) remain there.

The only exit facility initialization processing that takes place during a hot start is the resolution of exit
routine addresses from installation load modules reloaded into the private area.

Functional subsystem reconnection

Functional subsystem reconnection during a hot start requires considerations similar to those of exits.
Because some jobs might have not finished printing, these jobs might still require the support of
previously-defined functional subsystems. Therefore, the names and number of any defined functional
subsystems must not change across a hot start; if they are changed, those changes are ignored.

If a previously started functional subsystem printer successfully reconnects to JES2 during a hot start, the
settings for the following PRT(nnnn) initialization statementparameters are retained across the hot start
and the values specified during initialization are ignored:

« BURST=

« COPYMARK=
« FCBJC=

« FLASH|O=
« Forms=

« MARK=

« PRESELCT=
« SEPDS=

e SEP=

« SETUP=

« TRace=
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« TRKCELL=
. UCS|T
« UNIT=

JES2 honors all other PRT(nnnn) initialization statement parameters during a hot start.

Restarting JES2 after an orderly shutdown

If you do not halt the MVS system after stopping JES2, JES2 can be restarted with the S JES2 command.
As part of this command, you can specify your start options as parameters; for example:

S JES2,PARM='WARM, HASPPARM=PARMRJE ,NOREQ'

When you specify the options on the START command in this manner, JES2 suppresses the $HASP426
SPECIFY OPTIONS message, just as it does when you specify the options as parameters on the EXEC
statement within the JES2 procedure.

You can also use the START command to specify a printer address for the HASPLIST DD statement in the
JES2 procedure; for example:

S JES2,00E
If you specify both a printer address and initialization options, the printer address must be specified first:

S JES2,00E,PARM="WARM'

Restarting JES2 after a system failure

JES2 is restarted automatically in an MVS system whenever that system IPL is repeated following a
system failure. The WARM start option allows you to warm start JES2 and continue job processing from
the point of the last checkpoint before the member failure.

Specifying job journaling to ease restart processing

The job journal is a temporary sequential data set that resides on a JES2 spool volume.It preserves

a set of selected job-related control blocks that are necessary for restart processing for the following
situations: automatic step (using the RD= parameter on the JCL JOB statement), automatic checkpoint,
continue, and JES2 member warm starts.

The job journal is necessary because the scheduler control blocks, maintained in the scheduler work area
(SWA), are otherwise lost when a job abnormally ends. Reconstruction of the SWA is possible because the
job journal preserves up-to-date copies of essential control blocks.

Unless you specify no job journal by defining JOURNAL=NO on the JOBCLASS initialization statement,
each job is provided with a job journal. If you are using checkpoint restart or need to restart a job step,
you need a job journal or automatic restarting will not be possible (and jobs that are executing during
member failure need to be resubmitted).

However, if you are using Automatic restart management to restart a job, you should use non-journaled
classes.

Note that job journaling can cause some performance degradation. For further information regarding the
JOURNAL parameter, see the JOBCLASS initialization statements in z/0S JES2 Initialization and Tuning
Reference.

Modifying JES2 initialization statement specifications

If you are restarting JES2 for the purpose of changing initialization statements or parameter values, a
cold start is only required for a limited number of JES2 parameters. A warm start can often be used for
most parameters, or a specific $T operator command might suffice. The level of minimal JES2 disruption
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and operator intervention is listed for each JES2 initialization parameter under the heading '‘Modification:'
within the full parameter descriptions in z/0S JES2 Initialization and Tuning Reference. Study these before
restarting JES2 for the purpose of initialization parameter specification modification. You might be able to
avoid a JES2 warm or cold start. The modification heading is listed for all parameters on all statements; it
is specified as follows, with the minimal intervention level:

Table 10. Modification Heading

Minimal Modification Meaning

COLD START Only a cold start can be used to modify this parameter.

WARM START A warm start is required to modify this parameter; a cold start can be used.
(To understand the different types of warm starts, see “Restarting JES2” on
page 39.)

Operator Command This parameter can be modified by a specific $T operator command. See z/0S

JES2 Commands for a full description of the $T command. This parameter
might, or might not, also be modifiable by any type of WARM start, or a COLD
start. (Some parameters can be modified only by $T command or cold start;
these are noted within the parameter descriptions in z/0S JES2 Initialization
and Tuning Reference.)

Most JES2 initialization parameters can be displayed by the $D operator command. Particularly for tuning
purposes, the operator can ask JES2 for the current setting of many JES2 parameters. In this manner,
both the operator and the system programmers can be aware of the JES2 environment.

Dynamic display and modification of the JES2 initialization parameters can be used to ease the tuning
of your MVS system without unnecessarily disrupting system processing and decrease your installation's
need for planned system outages.

How to correct initialization errors

During JES2 initialization, two kinds of errors can occur. The first can occur when JES2 cannot open

the data set containing the initialization statements. This happens, for instance, when a DD statement is
named in the HASPPARM=ddname start option, but the named DD statement is not defined in the JES
procedure. JES2 acknowledges the error with the following messages:

$HASP450 OPEN FAILED FOR JES2 PARAMETER LIBRARY
$HASP441 REPLY Y TO CONTINUE INITIALIZATION OR N TO TERMINATE

The second message allows the operator to restart initialization processing with a correctly defined data
set.

The second error can occur when JES2 encounters an error in the statements in the initialization data set.
Initially, JES2 goes into CONSOLE mode, and the operator is informed of the statement in error. Also, JES2
flags each statement in error and reads the next one in the data set. If the data set is printed out, each
statement that was in error will have an error message ($HASP467) printed beside it. (See “Specifying
the Start Options” on page 26 for a description of the LIST option and “Sample JES2 initialization data

set and HASPLIST corrections” on page 14 for an example of these diagnostic messages.) The text of the
$HASP267 diagnostic messages and an explanation of each is listed in z/0S JES2 Messages.

If any errors were encountered (when not in console mode) after all parameter statements have been
read, JES2 issues the following messages:

$HASP451 ERROR ON JES2 PARAMETER LIBRARY
$HASP441 REPLY Y TO CONTINUE INITIALIZATION OR N TO TERMINATE

The operator's reply should be based on a careful examination of the initialization statement. If the reply
is N, JES2 issues the following message:

$HASP428 CORRECT THE ABOVE PROBLEMS AND RESTART JES2
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When you have included a JES2 initialization statement that contains a parameter specification that is in
error, JES2 will ignore the entire statement and do one of the following:

« If the statement was previously specified, obtain whatever explicitly-defined parameter values were
coded or defaulted and use these values during the initialization

- If the statement was not previously specified, provide default values for all the parameters on that
statement that have JES2 defaults.

Poly-JES

The term poly-JES refers to the concurrent operation of multiple copies of JES2. MVS allows more than
one JES2 subsystem to operate at a time, if one subsystem is designated as the primary subsystem
and others are identified as secondary subsystems. Secondary JES2s can be useful in testing user
modifications while the primary JES2 is being used for production.

You might also find a secondary JES2 system to be useful when you need to test a new initialization data
set that is as an "init-deck checker" before running that data set on your production system.

You should replace a few specifications in the initialization deck so that the secondary JES2 does not
conflict with the production JES2.

CKPTDEF - Use different data set names or volumes.

SPOOLDEF - Use different volumes.

« CONDEF - Use a different CONCHAR so that you can communicate with the secondary JES2.
= MASDEF - use a different XCFGRPNM value, which defaults from the NJE node name.

Certain operational considerations and restrictions apply to the secondary JES2:

 You can start primary and secondary subsystems in any order.

- Started tasks (STCs) can be directed to either a primary or secondary JES. However, when you identify
a subsystem as a secondary, you cannot run started tasks (STCs) under that secondary unless you have
initialized the primary at least once during this IPL. Attempting to run started tasks on a secondary
without starting a primary at some time during this IPL can cause JES2 to become hung, forcing an
installation to re-IPL.

« Time-sharing users (TSUs) can log in to the secondary JES at logon using the SUBSYS(ssname)
keyword on the TSO/E LOGON command. TSUs can also submit jobs to any subsystem by using the
SUBSYS(ssname) keyword on the TSO/E SUBMIT command.

« You can use dynamic allocation (by using the DALUASSR key) to allocate an Internal reader (INTRDR) to
any JES2 subsystem (primary or secondary).

« The MVS I/0 attention table can only be associated with the primary JES. Therefore, secondary JESs
cannot receive the “unsolicited interrupt” required to support pause-mode for print and punch devices
and “hot readers” (that is, readers started by the physical start button without the $S RDR(n) JES2
command).

« The MVS log console (SYSLOG) can only be associated with the primary JES.

« Secondary subsystems are started individually rather than automatically during IPL using the IEFSSNxx
parmlib member.

« If the primary and secondary JESs are in the same MAS, a job that is restarted by Automatic restart
management has affinity to both the primary and the secondary JESs. A job can run in the primary and
rerun in the secondary, if there are initiators on both JESs capable of selecting the job. If you don't want
jobs to have affinity to both JESs, you should separate the job classes between the primary and the
secondary JESs.

When running more than one JES2 at a time, it is necessary to assign (by use of the CONCHAR=
parameter on the CONDEF initialization statement) a unique operator command character to each

JES2. If the secondary subsystem is not part of the same multi-access spool complex, each JES2
member requires both a unique spool data set (specified on the VOLUME= parameter of the SPOOLDEF
initialization statement) and a unique checkpoint direct access device (specified on the CKPTn=(...,VOL=)
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parameter of the CKPTDEF initialization statement). Also, the keyword “JES2” must be used to stop
whatever subsystem is running, regardless of the name on the START command; for example:

S JES2 START JES2

$P JES2 STOP JES2 (default CONCHAR)
START JSS4 START JSS4

/P JES2 STOP JSs4 (CONCHAR=/)

Many of the considerations for running a primary JES are also appropriate for running a secondary JES;
note the following:

« The subsystem support module required by the secondary subsystem, must be placed in either the link
pack area (LPA) or the common service area (CSA). See Table 7 on page 35, for more information.

Note:

1. It is recommended that a STEPLIB data set be used for the secondary subsystem if the subsystem
support module is different than the one in use by the primary system.

2. When the same copies of the JES2 subsystem support modules are in use by both the primary and
secondary subsystems, minimize your storage use by making sure that the JES2 subsystem support
modules are loaded into LPA.

- If the secondary subsystem is placed in a library other than SYS1.SHASLNKE or a LNKLST library, be
sure to add that data set name as a member to the APF (authorized program facility) specification list to
authorize it. (See z/0S MVS Initialization and Tuning Guide for a complete description of this procedure.)

« If a name other than HASJES20 is used for the main module (this is not recommended), that name
must be added to the program properties table so that the program runs in protect key 1 and is
nonswappable.

Defining a secondary JES2 member to MVS

Define and add secondary subsystems to MVS by defining the subsystems in the SYS1.PARMLIB member
IEFSSNxx. These members contain lists of subsystems to be defined to MVS during master scheduler
initialization. The SSN option can be specified when the system parameters are initialized or in IEASYSxx.
(IEFSSNOQO is reserved for IBM use.) The syntax for the SSN option is as follows:

SSN=(aa,bb,...)

This is the recommended method for defining and modifying a secondary subsystem. See z/0S MVS
Initialization and Tuning Guide for further information.

Installing a JES2 secondary subsystem

The following steps show how an installation might install a secondary subsystem. The assemblies and
link edits can be accomplished by using the System Modification Program/E (SMP/E) (see z/0S SMP/E
User's Guide for a description of this technique) or by using your own JCL. Examples of assembly and link
edit procedures are provided in the HASIBLD member of the JES2 distribution library.

Note that JESA (the secondary member) must be added to a IEFSSNxx member of SYS1.PARMLIB.
1. Create a JESA PROC, which defines the secondary JES2's parmlib as 'JESPARM'. For example:
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//JESA PROC M=JESAPARM, U=3380, L=LINKLIB,N=SEC,

// V=SYSRES

//IEFPROC EXEC PGM=HASJES20, TIME=1440

//STEPLIB DD UNIT=3380,VOL=SER=&V,DISP=SHR,

// DSN=&N; .&L;

//PROCOO DD DSN=SYS1.PROCLIB,DISP=SHR

//HASPPARM DD DSN=&SYS1 ; &PARMLIB; (&M) ,DISP=SHR,UNIT=&U *
//HASPLIST DD DDNAME=IEFRDER

Note: Libraries specified in the JES2 procedure must be referenced in one of the following ways:

« Cataloged in the master catalog (or in a user catalog, provided the data set has a high-level qualifier
other than SYS1)

« Specify UNIT=and VOL= on the JCL DD statement
« Managed by SMS (UNIT= and VOL= on the JCL DD statement are ignored.)
Figure 8. Example JESA PROC

2. Create load modules in a separate, APF-authorized library. This library should be cataloged in the
master catalog. For more information on how to perform this task, see z/0S MVS Initialization and
Tuning Reference.

3. If the checkpoint data set(s) resides on a direct access storage device (DASD), specify them through
the DSNAME= and VOLSER= subparameters on the CKPTn= parameters of the CKPTDEF initialization
statement. If the checkpoint data set(s) resides on a Coupling facility structure, specify the structures
through the STRNAME= subparameter on the CKPTn= parameters of the CKPTDEF initialization
statement.

When the checkpoint data sets reside on DASD, they are often named SYSn.JESCKPT1 and
SYSn.JESCKPT2, where 'n' represents any number from 0-9.

A checkpoint data set on a Coupling facility structure must refer to a predefined structure. For an
example of the definitions necessary for JES2 checkpoints on Coupling facilities, see “Placement of
the checkpoint data set” on page 172. For checkpoints residing on a Coupling facility structure, IBM
suggests using a name without a period, such as SYSn_J2WRKCKPT1 and SYSn_J2WRKCKPT2, to
differentiate from DASD.

4. Allocate a spool data set, using the name SYSn.HASPACE, and place it on a particular volume (many
use SECJ2, but the volume name is optional).

5. Specify options to the primary JES2 member when it enters initialization.

6. If you intend to use a functional subsystem (FSS), add or modify any cataloged procedures for
functional subsystems thatrun under the secondary subsystem. Ensure that the correct version of
the HASPFSSM load module is used.

The internal START command that JES2 uses to start a functional subsystem (FSS) cannot contain
variable operands to specify STEPLIB information. Therefore, if multiple versions of the JES2 are
maintained in separate libraries, you might need to maintain multiple versions of the FSS cataloged
procedure(s) and vary the PROC= keyword of the FSS initialization statement.

7. Issue an 'S JESA' MVS command when the primary member is active.

The secondary JES2 proclib member (referred to as 'JESA' on the MVS START command) points to
the JES2 initialization data set that defines the primary checkpoint data set to a Coupling facility
structure and allocates the secondary checkpoint to a DASD volume. The following is an example of
the initialization statements:

CKPTDEF CKPT1=(STR=SYS1_WRKCKPT1, INUSE=YES)
CKPT2=(DSN=SYS1.JESCKPT2,VOL=SECJ2, INUSE=YES)

SPOOLDEF  VOLUME=SECJ2

CONDEF CONCHAR=/

To execute this procedure and obtain a listing of the initialization deck for secondary subsystem JESA on
printer OOE, enter the following command:
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S JESA,UNIT=00E,

Managing XCF group names on a secondary subsystem

Each JES2 MAS must be associated with A distinct XCF group. The XCF group name is specified on the
XCFGRPNM= keyword on the MASDEF statement (the default is the NJE node name for the MAS). A
secondary JES2 subsystem that is not sharing checkpoint and spool with the primary subsystem needs a
distinct XCF group name that matches other JES2 subsystems it is sharing a checkpoint and spool.

Starting an alternate JES2 subsystem as a primary subsystem

You can run an alternate job entry subsystem (JES) as a primary JES in place of the primary JES. To

be run as the primary, start the alternate by using the name of the primary. To start the alternate, the
procedure that is used to start the primary must have STEPLIB and HASPPARM DD statements that can
be overridden by the START command. If these DD statements cannot be overridden, the required JES
cannot be loaded to replace the primary JES.

To execute a different copy of JES2 as a primary subsystem, one of the following procedures should be
used. If the primary member that is specified at system installation is automatically started, it must be
stopped before initialization. You can stop the primary member either by specifying a CONSOLE statement
in the JES2 initialization data set or on the MVS START command. Then, reply:

Rnn,$PJES2

when the member prompts you with the $HASP426 message.

If the primary was not automatically started or was prevented from initializing by the previous procedure,
then enter the command S JES2, overriding the data set name and the volume serial on the STEPLIB DD
statement to point to the load library containing the alternate subsystem.

The following is a sample procedure that runs either the normal JES2 or any alternate version of JES2 as a
primary job entry subsystem:

//JES2 PROC M=JESAPARM,U=3380,L=LINKLIB,N=SYS1,
V=SYSRES
//IEFPROC EXEC PGM=HASJES20,TIME=1440
//STEPLIB DD UNIT=3380,VOL=SER=&V,DISP=SHR,
// DSN=&N; . &L;
//PROCOO DD DSN=SYS1.PROCLIB,DISP=SHR
1 //HASPPARM DD DSN=&SYS1; PARMLIB. (&M) ,DISP=SHR,UNIT=&U;
//HASPLIST DD DDNAME=IEFRDER

Note: Libraries that are specified in the JES2 procedure must be referenced in one of the following ways:

- Cataloged in the master catalog (or in a user catalog, provided the data set has a high-level qualifier
other than SYS1).

« Specify UNIT= and VOL= on the JCL DD statement.
« Managed by SMS (UNIT= and VOL= on the JCL DD statement are ignored).

Figure 9. Sample procedure

To cause JES2 to be loaded from an alternate library (TEST.LINKLIB on TSTPAK), and to cause
an alternate member of SYS1.SHASPARM to be used for JES2 initialization, create a member in
SYS1.SHASPARM. Then, enter the following command:

S JES2,N=TEST,V=TSTPAK,M=TESTPARM

To make the secondary test JES2 the primary JES2 member when you have finished testing, issue the
following MVS command:

S JESA,JOBNAME=JES2
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This command starts the 'JES2' job as a started task. For more information about this procedure, see
“Specifying a back-up JES2 cataloged procedure” on page 19.

Note: JES2 starts each functional subsystem (FSS) through an internal STARTcommand. This command
cannot contain variable operands to specify STEPLIB information. If multiple versions of JES2 are
maintained in separate libraries, you might need to maintain multiple versions of the FSS cataloged
procedure or procedures and vary the PROC= keyword of the FSS initialization statements to ensure that
the correct version of the HASPFSSM load module is used.

How to initialize JES2 in a multi-access SPOOL configuration

It is possible to operate from 2 to 32 members in a MAS configuration, as shown in Figure 10 on page
53. MAS configurations can also participate as nodes in an NJE network. For sample definitions of such
configurations, see “Multi-access SPOOL configuration considerations for NJE” on page 288.

The operation of each member in the configuration is independent and includes all functions previously
described for single JES2 members. Each JES2 member can:

Read jobs from local and remote card readers

Schedule jobs for conversion and execution under MVS initiators
 Print and punch results at local and remote output devices
« Communicate with operators and time-sharing users.

However, all spool volumes are used by all members in the configuration.

The checkpoint data sets in use within a MAS must be shared by all JES2 members. If a checkpoint
data set resides on a coupling facility structure, all members in the configuration must be connected

to that coupling facility through the active Coupling Facility Resource Management (CFRM) policy. If the
checkpoint data set resides on DASD, the volume containing the checkpoint must be accessible by all
members in the configuration.

The members logically share common JES2 job and output queues. The workload can be balanced among
members by allowing jobs to execute on whatever member has an idle initiator with the correct setup and
required output devices.
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Figure 10. Example of a two-member shared JES2 configuration

Because all members are functionally the same, if one member in the configuration fails, the others can
continue processing from the common queue. Only work in process on the failing member is interrupted;
this work can be recovered by a warm start of the failing member while other members continue
processing. This work can also be recovered by an operator command ($E MEMBER) from one of the
other members, or through the AUTOEMEM option.

Automatic restart management can also be used to restart batch jobs and started tasks (STCs). However,
in order for Automatic restart management to restart jobs, all JES's must be connected in the same MAS.
Although there might be more than one MAS in a sysplex, Automatic restart management cannot restart
jobs across MASes. For a description of both recovery methods, see “Recovering from member failures
on other JES2 members” on page 216. For more information about using Automatic restart management,
see z/0S MVS Setting Up a Sysplex.

Accessing JES2 SPOOL information in a MAS

JES2 uses shared direct access storage device (DASD) hardware featuresto access data on all spool
volumes. A copy of the JES2 queues and other status information (for example, spool space allocation
maps) is written to the checkpoint data set to facilitate a warm start, as with a single JES2 member. This
information is available to all members, one at a time, as needed.

Each member in the configuration must have at least one channel path to each spool volume, and these
devices must be specified as shared during MVS system installation.

Accessing JES2 checkpoint data sets in a MAS

All members that use the checkpoint data set(s) specified by the CKPTn parameters on the CKPTDEF
statement must at least have access to the shared volume on which CKPT1 exists. This shared access
ensures adequate workload communication from member to member. JES2 checkpoint access in a MAS
configuration depends on whetherthe checkpoint data set(s) reside on a Coupling facility structure or on a
DASD volume.
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For the checkpoint data set(s) that reside on a structure, the locking capabilities of the Coupling facility
prevent JES2 members fromsimultaneously referencing and updating information kept in the checkpoint
data set.

For the checkpoint data set(s) that reside on a DASD volume, JES2 processing uses RESERVE

and RELEASE logic with a software checkpoint lock to prevent JES2 members from simultaneously
referencing and updating information kept in thecheckpoint data set. Because of the use of RESERVE, it is
recommended that the checkpoint data set not be placed on a spool volume.

For checkpoint data sets residing on DASD, IBM suggests that you add the checkpoint data set(s) to the
RESERVE conversion resource name list (RNL) to prevent global resource serialization (GRS) from limiting
access to that data set and degrading performance. For more information about specifying the RESERVE
conversion RNL list, see z/0S MVS Planning: Global Resource Serialization.

Initializing the multi-access spool configuration

When setting up a multi-access spool configuration, you must first determine whether your checkpoint
data set(s) reside on a Coupling facility structure or on a DASD volume. If any of your checkpoint data
sets reside on DASD, the VOLUME parameter on the SPOOLDEF statement and the CKPT1=(...,VOL=)

and CKPT2=(...,VOL=) parameter specifications on the CKPTDEF statement must specify the same
volumes for all members in the configuration. Note that within each member, the spool volume and

the two checkpoint volumes must all be separate to reduce any potential loss in the case of volume
failure. If checkpoint data sets reside on a Coupling facility structure, the CKPT1=(STRNAME=) and
CKPT2=(STRNAME=) parameter specifications must be the same for all members in the configuration. In
addition, the statements and parameters specified in Table 11 on page 54 must match across the MAS.

Because the default values calculated for the JOENUM= parameter on the OUTDEF statement are
configuration dependent, an inconsistency might inadvertently be introduced if this parameter is not
specified explicitly at initialization. Although many of the parameters on the SPOOLDEF, OUTDEF, and
NJEDEF statements can be dynamically changed by operator command, several require a warm start or
cold start to modify. Review the description of each in z/0S JES2 Initialization and Tuning Reference to
become familiar with these requirements.

Table 11. Multi-access spool and checkpoint data set compatibility

Keywords The definition of each of these keywords must be the same on each
member in your configuration to allow multi-access spool and checkpoint
data compatibility.

CKPTDEF CKPTn=({(DSN=,VOL=)|(STRNAME=)},INUSE=YES)
LOGSIZE=,MODE=

CKPTSPACE BERTNUM=
DESTDEF LOCALNUM=
Ndest=

RIRM|RMTdest=

Udest=
GRPDEF ZIJCNUM=
JOBCLASS (all parameters)
JOBDEF JOBNUM=
MASDEF XCFGRPNM
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Table 11. Multi-access spool and checkpoint data set compatibility (continued)

Keywords The definition of each of these keywords must be the same on each
member in your configuration to allow multi-access spool and checkpoint
data compatibility.

NJEDEF NODENUM=
OWNNODE=
OUTDEF JOENUM=
SPOOLDEF BUFSIZE=
DSNAME=

TGSPACE=(MAX=)
TRKCELL=
SPOOLNUM=
VOLUME=

For operational consistency, it is strongly recommended that the installation exit routines be the same in
all members. Similarly, values specified on DESTID(jxxxxxxx) initialization statements should be the same
across the configuration, although JES2 will not detect inconsistent values.

IBM suggests that local unit record devices and RJE lines be given unique JES2 device names over the
whole configuration. These devices (printers, punches, lines, readers) are defined by JES2 initialization
statements; therefore, be certain to define each device in the same manner to each member in your
configuration. This allows all devices to be attached to one member (with appropriate manual switching) if
other members are not operational.

Similarly, the LINE(nnnn), PRT(nnnn), PUN(nn), and RDR(nn) initialization statements should be set so
that a physical device has the same JES2 device number no matter to which member it is attached.

For example, if a 3211 printer is one of four local printers on a two-member configuration, it could be
initialized as PRT(4) UNIT=102 for one member and PRT(4) UNIT=302 for the other, if it were attached to
different channel paths on the two members.

A local unit record device or RJE line can only be attached to one member at any one time. JES2
initialization will detect devices that are not online and place them in a drained state. Later, the device
can be activated by entering the $P device and VARY device OFFLINE commands on the member to which
it is attached, performing hardware switching, then entering the VARY device ONLINE and $S device
commands on the new member. The $S command will fail if no hardware path exists.

The algorithm for using the common JES2 queues and other information in the checkpoint data set

is determined by the DORMANCY= and HOLD= parameters on the MASDEF initialization statement.
These need not be the same for all members in the configuration and should be set according to
characteristics such as the number of members in the configuration, relative processor speeds, and
response requirements. Alternately, JES2 can manage the settings of these keywords by using the
CYCLEMGT=AUTO on MASDEF. (See Chapter 4, “Checkpoint data set definition and configuration,” on
page 171 for further information on these parameter specifications.)

Starting the multi-access SPOOL configuration

Multi-access spool configurations must be started within a sysplex and as such, are synchronized through
the sysplex timer (such as, an IBM Sysplex Timer, 9037) or on processors with the Server Time Protocol
(STP) architecture, a Coordinated Timing Network (CTN) can also be used by multiple servers to maintain
time synchronization. This is discussed in the Synchronizing time stamps in a sysplex topic in z/0S MVS
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Setting Up a Sysplex. Each JES2 MAS must be entirely contained within one sysplex; configuring
more than one MAS in a sysplex is not recommended. In a sysplex, the sysplex timer synchronizes
the time-of-day (TOD) clocks. The MASDEF SYNCTOL= parameter value is not used for clock tolerance
synchronization. However, JES2 considers the SYNCTOL= value when determining if other members are
active. JES2 examines the time other systems last accessed the checkpoint and determines if the time
is within the SYNCTOL value of the current time. JES2 considers systems within SYNCTOL tolerance as
active and attempts to detect if a system is:

« the only (first) member active in the sysplex
- active outside the sysplex
« within the sysplex that was started with an incorrect XCF group name.

In the second two cases, JES2 determines if such a system's access to the checkpoint was recent

(within the SYNCTOL= value), If either case is detected, JES2 cannot determine if the current (initializing)
member is correctly configured or if the current member is configured in error. To protect the MAS,

JES2 might fail the start or request operator intervention to determine whether JES2 should continue to
initialize. In this way, the MAS is protected from access by an improperly configured member.

Initially, one member of the MAS must do a cold start, other members are added, deleted, or changed
on a warm start. As each new member is warm started and initialized, all other members of the MAS are
made aware of its existence because each member shares the same spool volumes and checkpoint data
sets and communicates through the JES common coupling services (JESXCF).

The individual members (up to 32) of a multi-access spool configuration are specified on the MEMBER
initialization statement by the NAME= parameter. Initially, you can define all 32 members of the MAS by
defining MEMBER(1) NAME= through MEMBER(32) NAME=. As you require these members within your
configuration you can make them available and active by specifying their MASDEF OWNMEMB= parameter
when you start each of the systems.Or you can define each individually at any time on a warm start. On

a warm start, members can be added, deleted, or their names can be changed. The following series of
examples is provided to illustrate the control you have over your MAS complex with the MEMBER and
MASDEF statements. Systematically, the examples are provided to show member definition and &),
addition ([&), change (8)), and deletion (.

Defining multi-access spool configuration members:

MEMBER (1) NAME=SY01 /* Define member SYO1 %/
MEMBER(2) NAME=SY02 /* Define member SY02 %/
MEMBER(3) NAME=SY03 /* Define member SYO3 %/
MEMBER(4) NAME=SY04 /* Define member SY04 %/
MEMBER(5) NAME=SY05 /* Define member SYO5 %/
MEMBER(6) NAME=SY06 /* Define member SY06 =%/
MEMBER(7) NAME=SY07 /* Define member SYO7 %/
MEMBER(8) NAME=SY08 /* Define member SY08 x/
MEMBER(32) NAME=SY32 /* Define member SY32 %/
MASDEF OWNMEMB=SY01 /* Define own member =/

In example [}, member MEMBER(1) NAME=SY01, defines the first member of a multi-access spool
configuration. Each member has been assigned a member name (SYO1 through SY32, respectively). If you
have defined all 32 possible members to your multi-access spool configuration with MEMBER statements,
all available slots in the member ID table will be allotted. You must activate each member by adding that
member's name on the OWNMEMB= parameter of its MASDEF statement or the member will not be able
to perform any work. When an OWNMEMB= parameter was added to example &Y, only MEMBER(1) was
assigned at that time. Therefore, as you start each new member in your MAS, you will need to provide an
OWNMEMB= parameter for that member within its initialization stream.

If the OWNMEMB= parameter was not specified, JES2 uses the SMF ID as the default for the OWNMEMB
value; JES2 provides a message to inform you that the name will be added. JES2 determines the member
number by scanning the MEMBER initialization statements for the OWNMEMB name. If the name is not
found, JES2 assigns OWNMEMB to the first available slot in the member ID table.
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In the example above, if the OWNMEMB= parameter had not been coded and allowed to default, JES2
would have not found an available member (all slots were allotted in the member ID table) with which to
define your member.

You can also use the $D MEMBER command to verify the status of individual parameters. Two members
cannot specify the same OWNMEMB= parameter; the second member ends abnormally. When defining a
member, IBM suggests that you explicitly code an OWNMEMB= parameter in the initialization stream of
each multi-access spool member.

Following the IPL for the member defined in example [, only MEMBER(1) is active, MEMBER(2) through
MEMBER(32) are defined but inactive.

Alternately, you can define a single-member MAS with the following initialization statements. (These
same statements can be repeated for each member of the MAS, as you typically repeat all other
initialization stream statements and modify them to meet the needs of the particular member. You must,
of course, update the MEMBER number and the corresponding name as shown in example [&.)

&) Activate the first member of a JES2 MAS complex:

MEMBER (1) NAME=SY01 /* Define SY01 */
MASDEF OWNMEMB=SY01, /* Define SMF ID for SYO1x/
. /* Further define */

/* member SYO1 */

/* parameters */

By adding the MASDEF initialization statement with the OWNMEMB= parameter, you have assigned a
member name and made that one member active. Other parameter specifications should, of course, be
added to this statement to further define the member. (See the MASDEF statement description in z/0S
JES2 Initialization and Tuning Reference for a complete description of the other parameters.)

At this point, only MEMBER(1) is defined and active, all other members (MEMBER(2) - MEMBER(32) )
remain undefined.

To add a second and third member to this single-member MAS add the following initialization statements
to their separate initialization streams.

Add a second and third member to this single-member MAS:
INITIALIZATION STREAM FOR MEMBER SY02:

MEMBER(2) NAME=SY02 /* Define SY02 */
MASDEF OWNMEMB=SY02, /* Define SMF ID FOR SY02x/
. /* Further define */

/* member SY02 */

/* parameters */

INITIALIZATION STREAM FOR MEMBER SY03:

MEMBER(3) NAME=SY03 /* Define SY03 */
MASDEF OWNMEMB=SY03, /* Define SMF ID FOR SY03%
. /* Further define */

/* member SYO3 */

/* parameters */

MEMBER(2) and MEMBER(3) are defined and added as the second and third members of the MAS by
specification within their own initialization streams. All other members (MEMBER(4) - MEMBER(32) )
remain undefined.

If you need to redefine a member's name this can be done just by adding the redefined statement, for
example:

B] Redefine a member's name:

Chapter 1. JES2 initialization 57



MEMBER(3) NAME=MEM3 /* Change MEMBER(3) from x/
MASDEF OWNMEMB=MEM3, /* member SYO3 to MEM3 x/

You can only redefine a member when that member is inactive. If you attempt to change an active
member, JES2 responds with $HASP876 MEMBER memname IS ACTIVE, CHANGE IGNORED.

Because JES2 keeps a copy of the multi-access spool complex configuration in the checkpoint, when you
want to delete a member from your multi-access spool complex you must define a null member (see

the following example); you cannot delete the member by just omitting the member on a new MEMBER
statement.

Deleting a multi-access spool member:

MEMBER(1) NAME= /* Delete Member SYO1 */
MEMBER(2) NAME=SY02 /* Member SY02 still active =%/

MEMBER(3) NAME=MEM3 /* Member MEM3 still active =*/

As a result of the initialization statement above, MEMBER(1) (defined as SY01) is deleted from the
multi-access spool complex. Note that SYO1 must be inactive. JES2 performs restart processing for
SY01 to allow work on the deleted member to be eligible for restart on other members in the complex.
MEMBER(2) - MEMBER(3) (SY02 and MEM3) remain defined and active. MEMBER(1) is now undefined,
and MEMBER(4) - MEMBER(32) remain undefined.

Similarly, you cannot change the MEMBERSs in a MAS by just changing the name on the MEMBER
statement and performing a warm start. This results in JES2 issuing message $HASP435 MEMBER TABLE
PARAMETER ERROR, because the member names you specified already exist in the checkpoint copy.

In order to reassign member names to different processors in a multi-access spool complex, you must:
1. Change the names to temporary identifiers

2. Stop JES2 on all members in the multi-access spool complex

3. Perform an all-member warm start

4. Change the temporary identifies to the names you want

5. Perform another all-member warm start.

For example, a 3-member multi-access spool complex has defined:
« MEMBER(1) NAME=A

« MEMBER(2) NAME=B

- MEMBER(3) NAME=C

The installation now wants to change the configuration to:

- MEMBER(1) NAME=B

« MEMBER(2) NAME=C

« MEMBER(3) NAME=A

Figure 11 on page 59 shows an example of the steps above.
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MEMBER (1) NAME=A /* ORIGINAL CONFIGURATION x/
MEMBER(2) NAME=B
MEMBER(3) NAME=C

Step 1:

MEMBER (1) NAME=X /* DEFINE TEMPORARY */
MEMBER(2) NAME=Y /* MEMBER IDENTIFIERS */
MEMBER(3) NAME=Z /* AND THEN WARM START */

Step 2:
$PJES2 on all members in MAS.

Step 3:
Perform an all-member warm start with the above configuration.

Step 4:
When JES2 starts redefine with the following statements:

MEMBER (1) NAME=B /* NEW CONFIGURATION */
MEMBER(2) NAME=C
MEMBER(3) NAME=A

Step 5:
Perform an all-member warm start with the above configuration.

Figure 11. Reassigning Member Identifiers to Different Processors

Job submission and queuing

In a multi-access spool configuration, jobs enter the common queue from any input source (local or
remote) attached to any member in the configuration. Normally, (unless special actions are taken), jobs
are eligible to execute in any member in the configuration just as in a single-member operation. Started
tasks and TSO/E users are an exception: they execute only in the member in which they are entered.

There are two different modes of initiators: those owned by JES2 and controlled by JES commands, and
those owned and managed by workload management. Whether a job is selected by a JES initiator or by a
WLM initiator is determined by the MODE= parameter on the JOBCLASS statement. Initiators from each
JES2 member in the MAS select work from the common job queue independently of other initiators on
other members of the JESplex. See “WLM control of batch job initiation” on page 84 for more details.

Job queue entries also contain a member affinity for up to 32 members on the maximum configuration
and can contain an independent mode affinity.

Displaying or updating a job's affinity

Individual jobs can be given affinity to one or more members (less than the total configuration). Member
affinity is required if a processor is operating in independent mode; that is, isolated from the complex
and only running jobs specifically routed to it. Provide affinity for independent mode by using the
SYSAFF= keyword on the JOB or /*JOBPARM statement.The $T command can be used to give member
or independent-mode affinities to all jobs read from a specific input device (local or remote). The JOB
or /[*JOBPARM statement overrides the input device default.

Sysaff and independent mode are related to job submission, selection, and execution. They do not affect
SYSOUT. Sysout can be selected regardless of the independent settings of the MAS members.

If ajob's affinity is to specific members in the configuration or to independent mode, the job can be
selected only by the members specified and only if the mode of the member (independent or not)
matches that of the job. For a job transmitter, we check the independent mode matches, but not sysaff
(member). This is because Offload and Network Job transmitters can, or will, send the job to another
Node for selection and execution. SYSAFF= and independent mode will be verified on the receiving side.
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Member affinity is useful for special processing requirements (for example, emulation) not available on
all members of the configuration. Independent mode is useful for testing new components with selected
jobs while in a shared configuration. Independent mode must be checked (Member must match job
characteristics) for any QGET type of operations. This includes Conversion, Execution, Purge and Job
XMIT.

The display commands ($DA, $DN, $DQ, $DJ) can be used to determine (by SMF system ID) the member
in which a job is active and the members eligible to process a queued job. The $T J command allows

you to change affinities of individual jobs or of all jobs with given affinity. The $T MEMBER command
allows you to place a member in independent mode. The $D MEMBER command displays the status of all
members in the multi-access spool configuration.

Scheduling environment

Similar to member affinity, a job may be assigned a scheduling environment to ensure it executes on
specific member(s) in the MAS with the SCHENV= keyword parameter on the JOB statement or using the
$T Job JES2 command. Scheduling environments are installation-defined 16-character names which may
be available on any of the MVS systems in the sysplex, or may be available on none of the systems.

JES2 can display the scheduling environment for a specified job, and list those jobs waiting for a specified
scheduling environment.

SDSF can also be used to display all the scheduling environments defined to the WLM and on which
members in the MAS each is available using the SE option. The scheduling environment assigned to a job
can be update or deleted using the $T Job command.

For more information on scheduling environments, see “Job scheduling environment” on page 77.

Using RACF multi-level security

In support of multi-level security support through RACF, JES2 can now limit job selection based on
"security label by system". Although the RACF data base is shared by all MAS members and most profiles
apply to all systems, you can specify a subset of members to which SECLABELs apply. A RACF SETROPT
command option (SECURITY LABEL BY SYSTEM) controls whether SECLABELs are active on all systems
or only those you specify. SECLABELs control MAC (mandatory access control). JES2 maps the systems
for which a SECLABEL is active against an affinity mask associated with each batch job. JES2 then uses
that affinity mask to determine where a job can be selected for conversion and execution. This affinity can
increase security within your system, but it can also prevent job selection.

If you activate security label by system (SECLABEL by system), you are probably limiting the MAS
member(s) on which a job can run. Therefore, a job might not be able to run if there is no

system that satisfies the requirements for system affinity (SYSAFF=), scheduling environment affinity
(SCHENV_AFF=), and SECLABEL affinity (SECLABEL_AFF=). For a job to be selected, JES2 must find an
active system in all three affinity lists. (Consider each list as a set within a Venn diagram - the intersection
of the three sets defines the select group of systems on which the job can run. If the intersection is empty,
the job cannot run). Use the JES2 $D Job,LONG command to display the list of system that are assigned
SECLABEL affinity.

Conversion processing requires a system be on both the SYSAFF=and SECLABEL_AFF= lists.

If you use Exit 14 (Job queue work select - $QGET) to replace the job selection that JES2 normally
performs in $QGET, you might need to update your exit to take SECLABEL by system (and the JQASCLAF
mask) into consideration when selecting jobs for conversion and execution.

Restarting jobs

If a member fails, and jobs in execution are recovered and requeued for automatic restart (either by a
warm start or the $£ MEMBER command), those jobs that have journals are given affinity only to the failed
member. If the failed member is unavailable, the operator can change affinity with the $T J command to
attempt restart on another member.
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You can also use Automatic restart management to automatically restart batch jobs and started tasks
(both are considered jobs). If the job is registered with Automatic restart management, Automatic restart
management restarts jobs when either:

= An executing job unexpectedly ends
« The system on which a job is executing unexpectedly ends or leaves the sysplex.

Duplicate job names

Duplicate job name protection extends to all members; that is, if one job name matches another job name
that is active in execution anywhere in the configuration, the job is temporarily delayed.

By default, JES2 enables duplicate batch job name protection for all members of the multi-access spool
configuration. That is, if one batch job name matches another batch job name that is active in execution
anywhere in the configuration, the second job is temporarily delayed until the first job completes. You
can disable duplicate batch job name protection by specifying DUPL_JOB=NODELAY on the JOBDEF
initialization statement (entire MAS) or JOBCLASS initialization statement (just jobs in the specified job
class).

Note: DUPL_JOB= has no effect on TSO/E user logon and duplicate instances of a specific user ID.

See “TSO/E” on page 62 for more information concerning related TSO/E processing and restrictions.

Priority aging

Priority aging is done only by the lowest-numbered active member in the configuration.

Output

Printed and punched output processing in a multi-access spool configuration differs very little from that
of single-member operation. Member affinity does not apply to selection of work from the job output
elements.

The selection of output for a device is governed by a list of work selection (WS) criteria. This list is
specified through the WS= keyword on the output device initialization statement or through the WS
operand on the JES2 $T command. Either you or the operator can choose from a list of characteristics
(user-specified and JES2-specified criteria) to be considered when JES2 selects output for output
devices.

RJE

JES2 ensures that the same remote terminal cannot sign on to more than one line anywhere in the
configuration at any given time. For dedicated lines, the user must ensure this uniqueness by properly
setting line and remote initialization parameters as previously described. JES2 sends a copy of the signon
message back to the originating remote terminal as an acknowledgment of successful signon.

Remote operator messages can be sent across the entire configuration. That is, any remote operator can
send messages to any other remote operator (even if attached to different members) and any central
operator can send a message to any remote operator.

JES2 sends selected messages generated by remotely submitted jobs back to the remote terminal on
which the job was submitted. A multileaving terminal with a console will receive messages on an output
printer (not the console) if the terminal was inactive at the time the message was sent, or if the number
of messages queued for the terminal exceeds the RMTMSG= parameter specification on the TPDEF
statement.

Configuration considerations for RJE lines are discussed under “Remote line and device configuration” on
page 66.
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TSO/E

In z/OS V1R4, JES2 discontinued monitoring TSO/E logons. Because duplicate instances of a given user
ID can be logged on at the same time, it is highly recommended that the GRS RNL list be updated to
convert SYSIKJUA to a SYSTEMS ENQ in order to prevent such duplicates. If the RNL is not updated and
duplicate instances of a user ID are logged on, then TSO GR and SEND messages sent to the duplicated
logged on user IDs will not function.

To revert to pre-z/OS V1R4 processing of duplicate logon checking, use the supplied JES2 sample Exit 44
(HASX44A). see z/0S JES2 Initialization and Tuning Reference for further exit information. Using this exit
might result in a delayed re-logon for a given user ID with its accompanying erroneous error message.

Jobs submitted by TSO/E can execute anywhere in the configuration, subject to their affinities (as
previously discussed). However, held output data sets are accessible (by the TSO/E OUTPUT command) to
the submitting user, regardless of where he is logged on or where the job was executed. JES2 processes
the NOTIFY message as follows:

- Ifthe useris logged on, the NOTIFY message is returned to that user.

- If the useris not logged on, the NOTIFY could be issued on any member in the complex, and the
message is added to the SYS1.BRODCAST data set.

Jobs submitted by TSO/E users can also execute on any configuration in the NJE network. When a job is
successfully transmitted to another node for execution, it is purged at the entry node.

Functional subsystem support

The following section provides:

« An overview of what a functional subsystem (FSS) is
« How to use an FSS in a poly-JES environment
« The failure and recovery procedures unique to the FSS address space.

Functional subsystem and functional subsystem interface

A functional subsystem (FSS) is an extension of JES2 that runs in an address space separate from the
JES2 address space. An FSS provides support for a function peripheral to JES2 processing, such as

a peripheral device or other component. A functional subsystem application (FSA) executes within the
functional subsystem address space and is defined to provide application-specific support to peripheral
functions. An FSA allows devices to operate outside of direct JES2 control. The support contained in the
FSS/FSA, then, is specific to the task. There is no limit to the number of FSSs that you can define, nor is
there a limit to the number of FSAs that you can define to run under an individual FSS.

Note: All FSS-controlled printers, such as the 3820 or 3800-3 operating in full-function mode (no matter
how distant the connection), are considered by JES2 to be “local”.

A functional subsystem can be defined to relieve JES2 of device-specific support associated with page-
mode data. For example, because page-mode printers have processing requirements not required by
line-mode printers (such as translating complex data attributes), the Print Services Facility is an FSS/FSA
defined to drive a 3800-3 or 3820 printer when operating in full-function mode.

Because an FSS is common to all FSAs connected to it, the FSS provides a common set of services to
those applications. For example, HASPFSSM supports a number of functions to include acquiring data
sets (GETDS) and releasing data sets (RELDS). These functions are invoked from the FSA and are used to
communicate with JES2 for data set printing.

Functional subsystems communicate with both JES2 and the FSA that resides within the functional
subsystem address space. JES2 communicates with the functional subsystem through the functional
subsystem interface (FSI). JES2 supports AMODE(31) callers and data areas across the FSI. JES2 data
areas reside in virtual storage, above 16 megabytes. The FSI is not a single definable piece of code; rather
an FSI encompasses those individual pieces of code (resident within JES2 and the FSA) that provide the
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communications between JES2 and the FSA. Figure 12 on page 63 depicts the relationship between
JES2 and the functional subsystem components.

Functional Subsystem
Address Space
JES2 Address Space
Cross Mam Saervices
HASPFSSP 1 oy HASPFSSM
Fsi
FSA
Print Service
Facility
HASPPRPU
+ A
l cow Cow
¥
3800-3 3600-3
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Compatibility Full-Fu n
Mode Mode
-___f-—__
FPRT (1) MODE=JESZ,... FSSDEF(A38003) PROC= PAGEPRTA,

HASPFSSM=HASPFS5M

PRT(3) FSS=A38003,

MODE-FSS

PRMODE=(PAGE....)...

Figure 12. Representation of the relationship between functional subsystem components

Using functional subsystems in a poly-JES environment

In a poly-JES2 environment (that is, an MVS system in which more than one JES2 is running concurrently)
either one or both JESs can start and pass data sets to a functional subsystem for processing (for
example, page-mode printing). A functional subsystem is started by an internally produced MVS START
command; JES2 processes the START command so that the functional subsystem started task is
associated with the appropriate JES2 (the JES2 that processed the START command). A functional
subsystem cannot communicate with multiple subsystems simultaneously.

Functional subsystem recovery procedures

Processing of page-mode data sets occurs in a functional subsystem address space that is separate from
the JES2 address space; therefore, the following two failure or recovery situations can arise:

« The functional subsystem address space abnormally ended.

The functional subsystem attempts to halt the functional subsystem application (FSA) processing or
itself through use of its own recovery routines. If the functional subsystem can recover in this manner,
JES2 is not aware of the failure. If not, JES2 provides for cleanup of resources, such as the functional
subsystem address space, and recovers any work assigned to the failing functional subsystem; all
output devices associated with the failing functional subsystem are marked drained.

« JES2 abnormally ended.

When JES2 ends, any started functional subsystem continues to print work assigned to it before the
JES2 failure. After finishing the assigned work, the functional subsystem becomes idle. After JES2 is
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restarted (by a hot start), JES2 reestablishes communications with the active functional subsystem and
normal processing; that is, assignment of work resumes.
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Chapter 2. Controlling JES2 processes

This chapter describes the aspects of JES2 processing that you can affect through initialization
statements (and their associated parameters) and operator commands. For specific information about
coding initialization statements, see Chapter 1, “JES2 initialization,” on page 1. For descriptions of
initialization statements, see z/0S JES2 Initialization and Tuning Reference. For information about
operator commands, see z/0S JES2 Commands.

Devices

With initialization statements and commands, you can specify the configuration of JES2 local devices, the
JES2 internal reader facility, the JES2 remote lines and devices, and the JES2 spool volumes.

Local devices are attached to the MVS system and are used by JES2 for reading jobs and writing output.
Local devices include card readers, card punches, internal readers, and printers.

Defining device configuration

You identify local devices JES2 uses with the RDR(nn), PRT(nn), PUN(nnnn), and LINE(nnnn) initialization
statements. You can also associate JES2 processing parameters with each device, and indicate whether
the device is available (started) on completion of JES2 initialization.

During JES2 initialization, JES2 determines the number of printers, punches, and readers by counting
each unique PRT(nnnn), PUN(nn), and RDR(nn) initialization statement. JES2 handles any devices not
defined during initialization through default parameter values for that type device. z/0S JES2 Initialization
and Tuning Reference describes the default parameters used.

JES2 dynamically allocates any available local devices, and processing begins on that device when work
exists for the device. An operator must start a drained or halted device with a JES2 start command

($S). During JES2 processing, you start devices with the JES2 start command ($S device) and deactivate
devices with the JES2 stop command ($P device).

Assigning devices dynamically after initialization

After initialization, operators can use JES2 commands to add, assign, or reassign local printers, punches,
readers, communication lines, and channel-to-channel (CTC) adapters. By specifying a device statement
without a unit value, the device name and its attributes become known to JES2, but a physical device is
not assigned until a unit value is added using a JES2 $T command. Defining devices in this manner allows
installations to dynamically assign or reassign devices after initialization.

You can omit the UNIT= on the following JES2 device initialization statements:

e PRT(nnnn)
« PUN(nn)

« RDR(nn)

e LINE(nnnn)

If you do not specify UNIT= on the PRT(nnnn) statement, JES2 bases the defaults for COPYMARK, FLash,
FCB, and UCS on the MODE= parameter. If MODE=FSS, these parameters default to specifications for

a non-impact printer. If MODE=JES, these parameters default to specifications for an impact printer. To
determine how JES2 parameters affecting FSS printer characteristics retain values across a hot start, see
“Functional subsystem reconnection” on page 45.

During initialization, JES2 does not allocate or assign devices defined by these spare device statements.
JES2 starts FSS printers with a valid FSS procedure whether or not UNIT= has been specified. After
initialization completes, operators can dynamically assign or reassign a physical device by specifying the
UNIT= parameter on any of the following commands:
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« $T RDR(nn)
« $T PRT(nnnn)
« $T PUN(nn)
« $T LINEnnnn

Operators can dynamically assign as many local printers through the $ADD PRT(nnnn) command.
However, dynamically assigned devices are saved across a JES2 hot start only.

Note:

1. To define a device to JES2 permanently, installations must specify a value on the UNIT= parameter in
the initialization stream.

2. You must first drain a device before replacing it.

3. You can dynamically add a local printer (JES2- or FSS-managed) using an $ADD PRT(nnnn) command.
You do not need to define spare initialization statements to allow the dynamic addition of printers
when using the $ADD command.

4. If your installation is using Print Service Facility (PSF)" Version 1.4 or an earlier release of PSF, only
those local FSS printers that have been defined to the base control program as installation-static can
be dynamically assigned to JES2 using $T commands.

See z/0S JES2 Commands for additional information about dynamically assigning or reassigning local
devices using $T commands.

Remote line and device configuration
JES2 supports both NJE and RJE. During JES2 initialization, you should:

- Identify and describe the NJE applications eligible to participate in an SNA NJE network with the
APPL(avvvvvvv), NODE(nnnn), LINE(nnnn), and LOGON(nnnn) statements, or in a TCP/IP NJE network
with the SOCKET (vvvvvvvv), NODE(nnnn), LINE(nnnn), and NETSRV(nnn) statements.

« Specify the maximum number of concurrent JES2/VTAM sessions allowed with the SESSION parameter
on the TPDEF statement.

« If you want compaction, specify the compaction table or tables you want to use (with the COMPACT
statement).

« Specify which RJE workstation(s) and devices will use compaction (with the RMT(nnnn),
R(nnnnn).PR(m), and R(nnnnn).PU(m) statements).

Note that you can also specify compaction on the $ADD RMT(nnnn) command and $T forms of each
command listed above.

« Specify the maximum number of nodes (with NODENUM parameter on the NJEDEF statement) in the
NJE network to which this JES2 member belongs.

« Identify and specify characteristics for each line, RJE workstation, NJE node and remote device. (By
using the LINE(nnnn), RMT(nnnn), NODE(nnnn), R(nnnnn).RD(m), R(nnnnn).PR(m), and R(hnnnn).PU(m)
statements.)

Note: If you do not define lines during initialization, you cannot add RJE workstations through the $ADD
RMT(nnnn) command. Also, JES2 sets the RMTNUM= parameter on the TPDEF initialization statement
to zero and ignores any RMT(nnnn) initialization statements.

« Specify the number of network SYSOUT and job transmitters and receivers (with the SRNUM=, STNUM=,
JRNUM=, and JTNUM= parameters on the NJEDEF or LINE statements) for each NJE line.

You can dedicate (permanently attach) physical and logical (that is, SNA) teleprocessing lines by
specifying the line number in the RMT(nnnn) statement that describes the RJE workstation. Any RJE
workstation dedicated on a line must use that line for the connection. Any RJE workstation or device that
does not have a dedicated line specified can use any line not designated by a RMT(nnnn) statement. This
type of line is a nondedicated line.
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Network job entry (NJE)

JES2 supports communication with remote JES2 complexes through channel-to-channel adapters
(CTCAs), binary synchronous communication (BSC), synchronous data link control (SDLC), system
network architecture (SNA) communication facilities, and Transmission Control Protocol/Internet Protocol
(TCP/IP). See Chapter 5, “Network job entry (NJE),” on page 225 for a complete description of NJE .

Remote job entry (RJE)

JES2 supports both BSC and SNA RJE terminals. Configuring these devices consists of defining RJE
workstation facilities, teleprocessing lines, and logical lines for SNA terminals (for example, a 3770, 3790,
or a System/32 workstation). The remote configuration can range from one remote terminal (for example,
a 2770 or 3780) to an RJE workstation consisting of a system operating many devices. Support of multiple
logical units permits the concurrent use of more than one device at an RJE workstation.

You define the devices for an RJE workstation through the RMT(nnnn) statement and the $ADD
RMT(nnnn) command. Use the RMTNUM= parameter on the TPDEF initialization statement to specify the
highest number you can define at your installation. If you do not specify this parameter at initialization,

it defaults to the highest-numbered RJE workstation defined during initialization. If at initialization, you
define an RMTNUM= value and inadvertently then specify an RJE workstation with a higher number, JES2
sets RMTNUM= to the higher value. On both the RMT(nnnn) statement and the $ADD RMT(nnnn) operator
command, you can define up to a maximum of 15 devices as follows:

« Up to 8 devices that can consist of a combination of printers, punches, and an optional SNA console.
You can define:

— 1 SNA console
— Upto 7 printers (or only 6 if you define an SNA console)
— Upto 7 punches

« Up to 7 devices that consist of readers only.

Specifying SETUP=PDIR on either the RMT(nnnn) statement, the $ADD RMT(nnnn) command, or the $T
RMT(nnnn) command allows you to spool data sets and create multiple copies of output (from a single,
transmitted copy).

The RJE workstation operator controls the RJE workstation, the RJE workstation devices, and the jobs
submitted through the remote console or the remote card reader. JES2 considers each RJE workstation
an extension of the local JES2 facility. For more detailed information about remote devices controlled by
JES2, see Chapter 6, “Remote job entry (RJE),” on page 293.

Directing responses to display commands

In some situations, you might want to send the output of a display command to a console other than

the one on which the command was issued. For example, in the case of a display command that sends
large amounts of output to the console, you might want to send the output to another console. Use the
REDIRECT(vvvvvvwy) initialization statement to redirect the output of a display command from the in-line
area of the console on which you entered the command to another console or to another area of the
console. For example, the initialization statement,

REDIRECT (mastcons) DCONNECT=njeconsl-c

sends the output of commands that display network connections from the console named mastcons to
the out-of-line area C of the console named njeconsl. See z/0S MVS Planning: Operations for information
on planning and defining consoles.

z/0S JES2 Initialization and Tuning Reference contains a complete description of the REDIRECT
initialization statement.
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Job submission

JES2 accepts jobs through:

« Card readers allocated to JES2
« RJE devices allocated to JES2
« NJE job receivers from other nodes in an NJE network in which the local JES2 is a member

Offload job receivers

The JES2 internal reader facility, through which you submit jobs from TSO/E and started tasks (see z/0S
JES Application Programming for details about the facility)

JES2 queues the jobs submitted to it in priority order. Use the various initialization statements and
parameters to control input device characteristics such as input streams, job classes and their attributes,
job priorities, whether to initially hold the job, or a job's default performance group. You can change the
attributes of jobs coming into this system through the JES2 input service exits 2, 3, 4, 20, 50, 51, 52, 53
and 54. To enable these exits, see z/0S JES2 Installation Exits.

Card readers

JES2 automatically starts local card readers if you specify the START=YES parameter on the RDR(nn)
JES2 initialization statement. The operator can then enter job streams into the system by placing the
cards in the hopper and pressing the start button on the reader; the operator does not have to issue a
JES2 start ($S) for the reader. The operator deallocates the card reader from JES2 by issuing the JES2
stop ($P) reader command.

Network jobs

In the NJE environment, you can pass jobs read into the system through the input service processor to
other host nodes in the network for execution service. The input service processor treats jobs you want
processed at other nodes in the network the same as jobs you want executed locally. This allows JES2 to
determine the node of execution at any time during the scheduling process.

You can route job output from one node to another by:
1. Specifying a symbolic destination identifier on the following:

« The /*ROUTE PRT JES2 control language statement
« The /*ROUTE PUN JES2 control language statement
« The DD JCL statement,

- The OUTPUT JCL statement.

2. Using the same symbolic destination identifier as the subscript of the DESTID(jxxxxxxx) initialization
statement.

For example, if Node 1 uses a symbolic, PRTBIG, to define a printer on Node 2, NODE 2 can change that
printer in the future from remote 7 to remote 8 by specifying R8 on the DEST= parameter without having
to advise Node 1 of the change.

At NODE 1, this is the DESTID(jxxxxxxx) initialization statement,
DESTID(PRTBIG) DEST=N2.PRTBIG
At NODE 2, this is the DESTID(jxxxxxxx) initialization statement,

DESTID(PRTBIG) DEST=N2.R7
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Processing JES2 control statements

The input service processor also processes the //XMIT JCL statement, /*XEQ control statement, /*ROUTE
XEQ control statement, and /*XMIT control statement. JES2 converts the execution node specified in any
of these control statements to a node number or specified userid, replacing the default (or previously
specified) node number.

You can send jobs for execution on a guest virtual machine on a VM node by specifying a symbolic
destination defined on a JES2 DESTID(jxxxxxxXx) initialization statement. If you do not specify a symbolic
destination, JES2 processing moves the second-level route code from the//XMIT JCL statement, /*XEQ
or /*XMIT JECL statement. VM uses the execution userid as the destination virtual machine for the jobs it
receives.

If the execution node number does not match the input node, JES2 will not process any execution-related
control statements. JES2 processes JES2 control statements on the input node and the execution node
when they appear before the /*XEQ (or /*ROUTE XEQ) control statements. If you place the /*XEQ (or /
*ROUTE XEQ) statement before other JES2 control statements, JES2 processes only the/*MESSAGE and /
*SETUP control statements at the input node if they come before the /*XEQ statement. All other control
statements are not processed until they reach the execution node.

Execution-related control statements include the following JES2 control statements:

- [*MESSAGE

- [*SETUP

« /*ROUTE (PRINT and PUNCH)
- /*JOBPARM

- [*OUTPUT

Use the //XMIT JCL statement, or /*XMIT control statement to submit data into the network. The
transmitter considers all data following an XMIT statement, up to a delimiter statement as one network
job. The delimiter statement defaults to /* but can be changed through the DLM= parameter on the
XMIT statement. For information about specifying this delimiter, see the z/0S MVS JCL User's Guide. The
network job is transparent to all nodes but the receiving node.

Network job transmitter

A network job transmitter selects jobs from the job transmission queue. If there is a network job header
and trailer, (the job has been received from a node other than the node where the job was created), the
job transmitter updates them as appropriate. For example, if the job was destined for execution at this
node but routed to another node (through either a $R operator command or an XMIT control statement),
the job transmitter places the new job card information in the job header. If the job was received from the
origin node, the job transmitter builds the NJE headers and trailers so that the job can be sent across the
network.

The job transmitter sends the job exactly as the system read it in. The transmitter does not send any
statements added by the local input service processor and recovers, for transmission, any statements
which the input service processor deleted or modified. Because JES2 preserves the original job stream on
the spool disk, the job transmitter can reconstruct the original job.

You can store job-related information with both job and SYSOUT data sets, and transmit installation-
specific data from node to node using the $JCTX and $NHD services. See sample exit HASXJECL in the
AHASSAMP JES2 distribution library. For more information about using these services, see z/0S JES2
Macros.

Network job receiver

The network job receiver component, which receives jobs over the NJE lines, is similar to the input service
processor. The network job receiver reads in jobs from other host nodes in a manner similar to the method
used to read in jobs from RJE workstations. The difference is the network job receiver expects NJE
protocols from the other host nodes and there are some changes to job processing. When the receiver

Chapter 2. Controlling JES2 processes 69



detects a job destined for another node, it reads the job in to the spool without examining the data. The
node then uses the network job transmitter to continue the job's journey to the ultimate destination.

When a node receives a job from the network, JES2 uses the header and trailer it receives from the
network job transmitter. If the received job header or trailer does not contain all the sections necessary
for JES2 processing, JES2 adds them to the headers received. The JES2 input service processor treats
multiple jobs received in a single file as a single job. Sending multiple jobs through the network in a single
file could cause unpredictable results; a job might execute at a node other than the one you intended.

Identifying jobs received from the network

When a node receives a job from the network, the node attempts to assign the job identifier (JES2 job
number) that appears in the jobheader, if the identifier is not in use. If unable to use the original job
identifier, the input service processor assigns a new number as if the job entered the system on a device
attached to the executing processor. However, the input processor does not replace the job identifier that
appears in the job header. The original job identifier remains in the job header and remains with the job
as it progresses through the network. (You can exercise some control over the job identifiers by using the
RANGE= parameter on the JOBDEF initialization statement.)

After the node receives the job, the input service processor queues the job for either JCL conversion or
job transmission, depending on the value of the execution node in the job header. If the execution node in
the job header matches the node identifier of the node that received the job, the input service processor
queues the job for execution. If the execution node does not match, the job continues through NJE lines
until the job reaches the execution node specified in the network job header.

Data previously spooled without examination (for example, data transmitted with an XMIT statement or
data spooled for transmission at an intermediate node), and rerouted locally must again go through input
service processing. A logical route transmitter and route receiver reroute network jobs to the local node.

Controlling network job headers and trailer areas

Installations can enhance the performance of their JES2 members by controlling the amount of storage
allocated for NJE headers and trailers through the HDRBUF= parameter on the NJEDEF initialization
statement.The HDRBUF= parameter allows you to specify the number of cells allocated at initialization
through the LIMIT subparameter. Use this subparameter with great care; specifying too small a value
could decrease member throughput by creating resource contention for the headers and trailers.

Consider the number of jobs actively transmitted or received by your installation at one time when
setting this parameter. For most installations, the JES2 default provides enough cells for NJE headers and
trailers.

However, if your installation transmits many small jobs (100 lines or less) across multiple active NJE
lines, JES2 transmits headers more frequently and might need a larger number of buffers. One sign that
indicates your installation requires a larger LIMIT value is a shortage of virtual storage. For the exact
specifications of this parameter, see z/0S JES2 Initialization and Tuning Reference.

Controlling network job transmitters and receivers

Control the number of network job transmitters and receivers associated with each NJE line by specifying
the JTNUM= and JRNUM= parameters on the NJEDEF statement. Use the STNUM= and SRNUM=
parameters on the NJE statement to control the number of SYSOUT transmitters and receivers associated
with an NJE line. The values specified for these parameters are related (see z/0S JES2 Initialization and
Tuning Reference, for coding restrictions).

Job transmitter selection

The NJE job transmitters select files destined for nodes reachable through the NJE line with which they
are associated. Job transmitters select files from the transmission ($XMIT) queue, which is ordered
FIFO (first-in-first-out) within priority. You can specify multiple transmitters (and receivers) for a line

as described in “Specifying transmitters and receivers” on page 244. You can specify work selection
characteristics for job transmitters and for SYSOUT transmitters.
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Conversion

The converter routine processes the JCL for a job, logon, or started task and converts the JCL into
converter/interpreter text. The job is then available for execution, which occurs as soon as an initiator
eligible to process the job is available.

JCL conversion

Unless a job is held, the job is eligible for JCL conversion as soon as JES2 places the job in the queue. The
job converter, which is invoked for every job, receives converter parameters and a pointer to a cataloged
procedure library from JES2.

There are two options for JES2 conversion processing: one calls the interpreter as part of the conversion
process; the other calls the interpreter when the job is selected for execution. Calling the interpreter as
part of the conversion process detects any errors earlier, and also processes OUTPUT JCL statements
even if the job does not execute. However, this option requires using some additional spool space and has
implications for a number of JES2 installation exits, particularly Exit 6.

The INTERPRET= parameter on the JOBDEF statement controls when the interpreter is called for a job.
Specifying INTERPRET=INIT is the traditional method of calling the interpreter—when a job is selected
for execution. Specifying INTERPRET=JES calls the interpreter during the conversion phase, which occurs
before the job is selected for execution. When INTERPRET=JES is specified, the converter and the
interpreter are both called in a persistent address space. The number of address spaces that are created
depends on the CISUB_PER_AS setting on the JOBDEF statement. The number of conversion processes
(PCEDEF CNVTNUM=), divided by the number of subtasks per address space (CISUB_PER_AS), can be
used to calculate the number of address spaces that are created. The default number of created address
spaces is 2, and the maximum number is 25.

The name of the address spaces are jesxClnn, where jesx is the JES2 subsystem name and nn is a
number (01-25) to create unique values. This address space accesses the PROCLIB data sets that are
defined in the JES2 start PROC, which use the JES2 dynamic PROCLIB service.

You must ensure that a valid user ID is assigned to the address space (presumably the same user ID that
is assigned to the JES2 address space), by using entries in the started procedures table (ICHRINO3) or by
defining STARTED class profiles that match each new address space name. Optionally, you can make both
the started procedures table and STARTED class profile available. Ensure that the user ID has read access
to the data sets that are defined in the JES2 PROCLIB concatenations, either in the JES2 PROC or using
the JES2 dynamic PROCLIB service.

You can enable Exit 6 (if the conversion phase occurs in the JES2 address space) or Exit 60 (if the
conversion phase occurs in the JES2CI address space) to scan and change the Converter/Interpreter text:
refer to z/0S JES2 Installation Exits.

Scanning the JOB statement accounting field

Use the ACCTFLD= parameter on the JOBDEF statement to control whether JES2 is to scan the
accounting field of a JOB or JOBGROUP statement. The accounting field is valid if its format matches
the format specified for JES2. (For a description of the JES2 format for the accounting field, see the
accounting field parameter described in z/0S MVS JCL Reference.)

JOB statement accounting field scan exit

You can supply an Exit 3 or Exit 53 installation exit routine to scan and change the accounting field in the
JOB and JOBGROUP statement. See z/0OS JES2 Installation Exits for information about Exit 3 or Exit 53
and for the exit routine's relationship to the ACCTFLD= parameter on the JOBDEF initialization statement.

Network accounting

The JES2 NETACCT initialization statement determines the correspondence between the network account
numbers and the local account numbers for a node. JES2 uses the parameters on the NETACCT statement
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to build the network account table used by input processing, the job and SYSOUT transmitters, and the
job and SYSOUT receivers.

JES2 recognizes the following network accounting control statement:

/*NETACCT=vvvvvvvv
where vvvvvvwy is a 1- to 8-byte alphanumeric character network account identifier. When the input
service processor encounters this statement, it inserts the network account identifier in the job's job
header and looks up the number in the network account table built at JES2 initialization, to find an
associated local account number. If a local account number is found, JES2 will move the number into
the job's job control table, overriding any account number present in the JOB statement. Processing
always interprets the /*NETACCT statement, regardless of its position in relation to the /*ROUTE XEQ
or /*XEQ statement.

When transmitting a job or its system output, JES2 sends the network account number as part of the job
header. At each node, the job receiver and SYSOUT receiver perform the same table lookup as that of
input processing did to obtain a local account number for use by that node. Thus, accounting is a local
function using whatever set of account numbers the system programmer defined on a given node.

Converter parameters

The JOBCLASS(v) initialization statement contains parameters that define an installation's defaults for
converter parameters. If you do not specify the converter parameters, JES2 assigns its own defaults
during initialization processing. The converter parameters you can affect include; estimated execution
time, JCL and allocation MSGLEVEL options, command disposition and authority, and bypass label
processing options. See z/0S JES2 Initialization and Tuning Reference for descriptions of the specific
parameters.

Defining a job's procedure library

SYS1.PROCLIB contains the JES2 cataloged procedure. This procedure defines the job-related procedure
libraries. Figure 13 on page 72 is an example of defining procedure libraries. All the libraries reside in the
system's master catalog (or in a user catalog, provided the data set has a high-level qualifier other than
SYS1).

//PROCOO DD DSN=SYS1.PROC1,DISP=SHR
//PROCO1 DD DSN=SYS1.PROC2,DISP=SHR

//PROChn DD DSN=SYS1.LASTPROC,DISP=SHR
//anyname DD

Figure 13. Specifying Procedure Libraries in the JES2 Procedure

The procedure library a job uses depends on the value of the PROCLIB= parameter on the JOBCLASS(v)
initialization statement. Programmers can override the default specification by specifying a // JCLLIB
PROCLIB or /*JOBPARM PROCLIB= statement in their JCL, and coding the name of the DD statement in
the JES2 procedure that points to the library they want to use. For example, a programmer is running a job
in class A. That class has a default PROCLIB of SYS1.PROC1. The programmer wants to use a procedure
that resides in SYS1.LASTPROC. That programmer would include a // JCLLIB PROCLIB=PROCnNn in the
JCL.

Another way to specify a procedure library is to use the JCLLIB JCL statement. See z/0S MVS JCL
Reference for more information on the JCLLIB statement.

Only libraries with a DD name of the form PROCnn will be recognized as PROCLIBs in the JES2 procedure.
Orther procedure libraries (such as PROCLIB initialization statements or PROCLIB commands) can have
any DD name that follows the general rules for DD statements. If you require multiple data sets for one
DD name, specify those data sets as concatenations in the JES2 cataloged procedure or the PROCLIB
initialization statement.

If the procedure library is not specified or specified and not found, PROCOO is used.
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Job selection and execution

Jobs exist to be read in, converted, classified, and ultimately run. Many factors can affect how, where,
when, and if they will run, such as:

- Job Class

« Control of Initiators by JES2 or WLM

« Job Selection Priority

« Job Hold Status

« Member Affinity

 Scheduling Environment

- Job Name

« Number of other Jobs queued for Execution
- Configuration of Active Initiators

« Workload Manager Policy

This section describes each of these factors and how they influence job flow during the execution phase.

The JES2 job queue

JES2 receives a job, places its JES2 control blocks on spool, and creates a job queue entry (JQE) on the
JES2 job queue. JES2 uses a job queue index (JIX) based on the job number to more efficiently access the
jobs on spool.

The queue entry for each job contains the job name, job priority, the IDs of the entry and execution nodes,
a flag that indicates the held status of the job, pointers to JES2 control blocks on the spool, and the

next JES2 process for which the job is eligible (transmission to another node in an NJE network, JCL
conversion, execution, output processing, purging).

Batch jobs are selected for execution by initiators, each one running in a separate address space.
Initiators are controlled by JES2 or by MVS workload management (WLM). Who controls the initiators

is determined by the job class and by the MODE= parameter (JES or WLM) on the JOBCLASS statement.
JES2 maintains two different queue organizations for all jobs awaiting execution to service the two
different selection mechanisms:

1. All jobs are queued by job class, priority, and the order in which they finished conversion. This is the
queue from which JES2 managed initiators select jobs for execution. See “JES2 control of batch job
initiation” on page 81 for more details.

2. Jobs awaiting execution in WLM managed job classes are also queued by their WLM assigned service
class in the order they were made available for execution. This is the queue from which WLM managed
initiators select jobs for execution. See “WLM control of batch job initiation” on page 84.

Started tasks and Time Sharing Users do not need initiators to begin execution. They are not affected by
workload management nor other jobs in the queue but are initiated immediately by JES2.

Job class

JES2 provides 38 predefined job classes—the started task control (STC) and time-sharing logons (TSU)
job classes, and 36 one character (A-Z and 0-9) execution job classes. Additional user-defined 2-8
character execution job classes are supported. Up to 512 total execution job classes can exist in a MAS.

For details on adding and deleting job classes, refer to the $ADD JOBCLASS and $DEL JOBCLASS
commands in JES2 Commands.

Note:

1. The $ADD JOBCLASS command requires that all members of the new job class are running z/0OS
version 2.1, or later.
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2. The $DEL JOBCLASS command can only be used for classes that were created by the $ADD JOBCLASS
command.

3. None of the 38 predefined job classes can be deleted; however, they can be marked as inactive.

The CLASS= keyword on the JOB statement identifies the execution class for the job. If not coded on
the JOB statement, the class associated with the particular device that the job entered the system on
becomes the job's execution class. The INTRDR initialization statement defines a logical device for jobs
entering the system through the internal reader facility.

There are no absolute rules for assigning job classes, and some experimentation is necessary.

Note: The CLASS= keyword on the JOB statement is ignored for started task jobs.

Job class characteristics
During JES2 initialization, you can assign job characteristics to jobs queued in each class to determine:

« A default performance group for each job.
« JCL conversion parameters.
- Whether to initiate jobs in this class by JES2 managed initiators or WLM managed initiators.

« Whether to impose limits on the maximum number of jobs that can be in execution at one time in the
MAS.

« Whether to hold jobs in this class after conversion.

- Whether to copy jobs in this class directly to the message class output, without undergoing conversion
or execution.

« Whether to convert the job and queue for output without execution.

« Whether to produce a JES2 job log for jobs in this class. (The JES2 job log is a list of all messages and
replies issued by, or on behalf of, a job.)

« Whether to save a job journal for jobs in this class. If you use checkpoint restart or restart a job step,
you need to save the journal or the system can not automatically restart the job if it fails or if there is a
system restart.

If you use Automatic restart management to restart a job, you do not need to save the journal because
Automatic restart management of MVS does not use the job journal when restarting jobs.

- If execution batch monitoring facility jobs can run in this class.

« Whether to suppress output for jobs in this class (for example, started tasks).
« The procedure library (PROCLIB=xxxxxxxx) definition.

« SMF options.

« If the system can restart this job in the event of a JES2 warm start.

« JESLOG options.

When first creating your initialization data set(s), you can define a “universal” job class statement and
specifications. Define JOBCLASS(?) as a single JOBCLASS statement; it provides a “universal” set of
characteristics for all 36 job classes. (The '?' wild-card character refers to the one-character job classes,

as opposed to "*' which would include the 'STC' and 'TSU' classes.) Then add specific JOBCLASS(v)
statements after this statement for those classes that require individual specification.

JES2 overrides previously-defined initialization statements with duplicates of the statement it reads

later in initialization processing. In this manner, only specific JOBCLASS(v) statements override their
“universal” JOBCLASS(?) or JOBCLASS(*) specification and the “universal” characteristics remain valid for
all other “non-specifically” defined classes.

For example, in the following initialization statements:

JOBCLASS(?) AUTH=IO,MSGLEVEL=(1,1),PERFORM=10
jOBCLASS(X) AUTH=INFO, IEFUSO=NO
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Job class X overrides the previous value of AUTH=IO with AUTH=INFO, and the IEFUSO value (which
defaulted to YES) is changed to NO. Job class X uses the values for MSGLEVEL= and PERFORM= from the
JOBCLASS(?) statement.

A default SCHENV can be specified for each JOBCLASS (not for JOBCLASS(STC) or JOBCLASS(TSU)). This
value will be provided each job at the end of JCL conversion provided that a SCHENV has not already
been associated with the job. A SCHENV can be associated by the user specifying SCHENV= on the // JOB
statement or by JES2 installation exits which occur before the end of conversion.

SPINNING of JESLOG data sets is specified by the JESLOG operand.

Jobs are assigned to JES2 or WLM managed initiators based on the MODE parameter on the JOBCLASS
statement. JES2 and WLM initiators select jobs using different criteria:

« JES2 uses job class and scheduling priority as selection criteria. See “JES2 control of batch job
initiation” on page 81 for details.

- Workload management uses service class as selection criteria. See “WLM control of batch job initiation”
on page 84 for details.

Note: All JOBCLASS parameter definitions are MAS-wide, and can only be changed with an operator
command or a JES2 cold start.

Job class groups

To avoid a large number of 2-8 character job class names being associated with a single initiator or a
device, you can create job class groups to manage these associations. In a manner similar to placing NJE
nodes in SUBNETS, job classes can be defined to a job class group, as follows:

« Ajob class can only be in one job class group or in no job class group.

« Ajob class group is created when the first job class is added to the group.

« Ajob class group is deleted when the last job class is removed from the group.
« Deleting a job class also deletes the job class from its job class group.

« The maximum number of job class groups is 512 (in which case each group would contain one job
class).

- Job class group names must be unique, from 2-8 alphanumeric characters and cannot match any
existing job class name.

WLM classification

JES2 uses workload management classification services to assign a service class to each job afteritis
converted, regardless of its job class. The service class is assigned based on WLM rules which can include
attributes such as Job Class, Job Name, Job Priority, Userid, Job Accounting Information, and PERFORM=
specification on the JOB statement. See z/0S MVS Planning: Workload Management for details.

You should take care not to classify both JES2 managed classes and WLM managed classes into the
same service class. Workload management may not be able to effectively meet its goals if some jobs are
initiated through JES2 and others through the WLM.

Modifying jobs and classes
JES2 allows each installation to further control batch jobs by allowing you to:

« Switch job classes between JES mode and WLM mode with the $T JOBCLASS,MODE= command.

« Change the job class, or priority of a particular job with the $T Job command. (JES2 will call WLM to
re-classify the job.)

« Modify the service class of a batch job with the JES2 $T Job,SRVCLASS= operator command.
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Any of these actions may change the service class or scheduling characteristics of the job. For more
information, see the JOBCLASS(v) statement in the z/0S JES2 Initialization and Tuning Reference, and the
$T JOBCLASS and $T Job statements in the z/0S JES2 Commands.

Job scheduling priority

The priority on the /*PRIORITY statement determines the job's scheduling priority for JES2 managed
initiators. If not specified, JES2 calculates this priority based on estimated execution time and the
JOBPRTY(n) initialization parameters. You can increase the priority with the PRIOINC parameter up to the
PRIOLIM limit on the RDR(nn), Rnnnnn.RD(m), or INTRDR initialization statements.

Jobs in JES2 controlled job classes are queued FIFO within priority within job class. Priority is not used
directly to order jobs in WLM managed classes, but can be used as a criteria for determining service class.

Specifying priority

Specify priority on the /*PRIORITY statement if you have coded PRTYJECL=YES on the JOBDEF
initialization statement (or allowed the parameter to default). If specified, the /*PRIORITY statement
must immediately precede the JOB statement, or JES2 flushes the input stream until it finds another
JOB or /*PRIORITY statement.You can also specify priority by using the PRTY= keyword on the JCL JOB
statement provided PRTYJOB=YES appears on the JOBDEF statement of the initialization stream you
used to initialize JES2.

Calculating priority

When a /*PRIORITY or PRTY= on the JOB statement do not specify the scheduling priority, JES2
calculates the priority from the estimatedexecution time. Supply these estimates through the: /
*JOBPARM statement, the accounting information on the JOB statement, or the ESTIME initialization
statement.

To calculate priority, JES2 uses the PRIORITY= and TIME= parameters on the JOBPRTY(n) initialization
statement as a table of values. You can supply these values on the JOBPRTY(n) statement or allow them
to default. The following example uses the default values to calculate priority:

Table 12. Priority Table Example

If TIME<=* Then Then PRIORITY=**
JOBPRTY(n)=
2 @ 9
5 ) 8
15 ®3) 7
279620 ) 6
279620 ®) 2
279620 ) 1

76 z/0S: z/OS JES2 Initialization and Tuning Guide



Table 12. Priority Table Example (continued)

If TIME<=* Then Then PRIORITY=**
JOBPRTY(n)=

* The TIME values are estimates of the number of minutes a job requires to execute.

** These are the defaults for corresponding n values. For example, if you specify TIME= to estimate 4
minutes execution time,

4 minutes implies n=2 and n=2 implies PRIORITY=8

If the job is placed on the HARDCOPY queue, JES2 ignores the job priority (for example, 8, as calculated in
the above example); the actual priority used (in this example) is the output priority.

By specifying other values for the tables (during JES2 initialization), you can more closely control your
installation's priority assignments. If you build your own priority table based on estimated execution time,
be certain the values that you supply appear in ascending order (as are the values in the default table in
Table 12 on page 76). The order is important because JES2 uses the TIME= values in a “less than or equal
to” order when calculating a priority that does not exactly match the values in the table.

For example, in Table 12 on page 76, if you submitted a job with an execution time of 10, JES2 calculates
n as 3 because 10 is less than or equal to 15. If the estimated execution time is 16 to 279620, nis 4. You
can use n values 4 through 9 to further control you installation's priority requirements.

Note: Values specified on the JCL /*JOBPARM statement override those in the accounting field of the JOB
statement.

During JES2 initialization, you can specify the ACCTFLD parameter on the JOBDEF initialization statement
and cause JES2 to ignore the accounting field on the JOB statement.

Member affinity

In addition to using job classes and initiator selection, batch jobs can specify which members in the MAS
can process them by explicitly coding the member names on the SYSAFF parameter of the /*JOBPARM
statement in their JCL. The member IDs are explicitly specified through this mechanism on the SYSTEM=
or SYSAFF= parameters of the JOB statement. You can modify the member affinity of a batch job with the
$T Job,SYSAFF= command.

Job scheduling environment

Similar to but independent from member affinity, a job may also be assigned a “scheduling environment”
to ensure it executes on the members in the MAS which have the required resources, or specific
environmental states. The states may be associated with hardware resources such as a vector facility,

an address space such as DB2°, or an abstract state such as time of day (shift) or day of the week. The
environment can be specified with the SCHENV= keyword parameter on the JOB statement, or through an
installation exit. They can also be assigned by a JOBCLASS default or using the $T Job JES2 command.
Scheduling environments are installation-defined 16-character names which may be available on any of
the MVS systems in the sysplex, or may be available on none of the systems.

Use workload management to define the scheduling environments and make them available or
unavailable on each system, based on the “ON” or “OFF” state of resources.

The scheduling environment is validity-checked by the converter and must be defined to workload
management, or else the jobs will fail with a JCL error. JES2 detects the availability of scheduling
environments on each member, and allows an initiator to select jobs only if the specified scheduling
environment is available. This is true for both JES2-managed initiators and WLM-managed initiators. In
addition, any member affinity specified through the SYSAFF= parameter as well as the job class and
initiator class must match.

For more information on the definition and control of scheduling environments, see z/0S MVS Planning:
Workload Management.
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Displaying and controlling scheduling environments

JES2 can display the scheduling environment for a specified job and list those jobs waiting for a specified
scheduling environment. Use the $DJnnnnn, LONG command to display the environment specified for the
job, or $DJ0BQ, SCHENV=environ_name to display jobs waiting for a specific scheduling environment. In
addition, you can display why a job will not run with the DELAY parameter, in which the reason might be
because the scheduling environment (SCHENV) is not available.

When a scheduling environment is assigned to a job, you can change it or remove it using the $T Job JES2
command.

SDSF options

You can display the job scheduling details about specific jobs with the “Job Information” pop-up on the
job input (I) panel. You can also display all the scheduling environments defined to the WLM and on which
members in the MAS each is available using the SDSF “SE” option.

In addition, authorized SDSF users can display and set the state of various resources on each member
using the “RES” option.

See SDSF Guide and Reference for specific SDSF information.

SMF recording

To help you monitor and manage the scheduling environment, SMF type 26 and 30 records have been
expanded to include the scheduling environment name.

See z/0S MVS System Management Facilities (SMF) for details.

Duplicate job name control

By default, JES2 enables duplicate batch job name protection for all members of the multi-access spool
configuration. That is, if one batch job name matches another batch job name that is active in execution
anywhere in the configuration, the second job is temporarily delayed until the first job completes. You
can disable duplicate batch job name protection by specifying DUPL_JOB=NODELAY on the JOBDEF
initialization statement (entire MAS) or JOBCLASS initialization statement (just jobs in the specified job
class).

CAUTION: If you specify DUPL_JOB=NODELAY, jobs with the same job name may run concurrently
with adverse effects. Make certain that this serialization mechanism is not being used in your
environment before changing this parameter.

Held jobs

JES2 does not remove a held job from the queue; instead JES2 marks the job ineligible for selection. You
can hold a job at any time. Thus, when an operator holds a job in execution, the job is not eligible for
output processing until the operator releases it. You can hold a particular job, a job class, or all jobs.

If you specify TYPRUN=HOLD on a JOB statement and then transmit that job through the network, the
execution node holds the job after conversion of the JCL. If the job card specifies TYPRUN=JCLHOLD, the
entry node and each of the destination node(s) holds the job.

Setting job class limits for execution

You can limit the number of jobs in each class that can execute simultaneously in the MAS by using the
XEQCOUNT=MAXIMUM= parameter on the JOBCLASS statement. This applies to JES2 and WLM managed
job classes, and can be altered with the $T JOBCLASS command. There is no facility to control the
number of jobs in execution by class on an individual system basis.
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Enabling job execution selection

You can stop or start the selection of batch jobs by JES2 or WLM managed initiators on an individual
system with the $P XEQ or $S XEQ command.

The initial setting when JES2 first initializes is to allow selection. If you want to prevent this, place a
$P XEQ command in your JES2 initialization deck.

Controlling job execution through exits

You can alter the characteristics of a job through the following exits:

Exit 2 or 52 for JOB statement scan

Exit 20 or 50 for end-of-job-input processing
« Exit 51 for end of phase processing
« Exit 6 or Exit 60 for converter/interpreter text

SMF exit IEFUJV can also change the job's scheduling attributes.
When jobs are queue for execution, you can also use these JES2 exits to control the job selection:

« Exit 14 for JES2 managed initiators only (do your own job selection)
« Exit 49 for both JES2 and WLM managed initiators (accept or reject the selected job)

See z/0S JES2 Installation Exits for information about these exits.

Controlling the sequence of job execution

Because multiple JES2 subsystems alter the execution queues in a shared-spool environment, jobs in the
same class with the same priority can execute out of their reader (job number) sequence. You should be
aware of the how various job stream environments are affected by this execution out of sequence and the
steps you can take to control the execution sequence.

Serial job execution sequence

If you define in the PCEDEF initialization statement that your MAS is to have only one converter processor
(CNVTNUM=1), then you force the JES2 system to convert and execute jobs in the order of their reader
(job number) sequence. Although this setup controls the order of job conversion and execution, it has the
following implication and disadvantages:

- JES2 is limited to processing your workload in a serial manner without respect to the types of jobs that
are being submitted. Large batch jobs and TSO logons are treated in a similar way.

- Each of the job's resources are required when the job executes. As such, any migrated libraries and data
sets that the job needs, must be restored before the job can execute. The time spent waiting for these
migrated resources can backup other jobs in the queues.

- System hangs and deadlocks can occur in the system. When jobs are waiting for resources that have
been migrated, the migration program needs to run and restore these resources. The migration program
is often a job that needs JES2 conversion before it running. Since only "1" JES2 converter processor
is defined to do the conversion and it is waiting, the migration cannot occur and the system becomes
deadlocked. As an example, this condition can occur for jobs that need JCLLIB data sets, which have
been migrated by a product like DFHSM.

« If ajob has an exclusive ENQ on a JCLLIB data set and another job needs that JCLLIB data set, the job
must wait till the ENQ is released.

Concurrent job execution sequence

If you define in the PCEDEF initialization statement that your MAS is to have more than one converter
processor (CNVTNUM=2 or CNVTNUM > 2), then concurrent JES2 converter job processing can take
place. However, this concurrent processing does affect the sequence of job execution. Two or more jobs

Chapter 2. Controlling JES2 processes 79



with the same class and the same priority can be in conversion processing at the same time. Whichever
job finishes conversion first is then queued for execution first, regardless of the order in which the

job was submitted. You need to consider the following implications when setting up your system with
CNVTNUM=2 or CNVTNUM>2:

- JES2 conversion processing occurs in different ways depending on whether the conversion processor
represents an "even" (2,4,6, and so on.) or "odd" conversion processor (3,5,7, and so on.). As an
example, for CNVTNUM=5, you define "3" odd conversion processors (1,3,5) and "2" even conversion
processors (2,4). An even-numbered processor continually processes jobs through JES2 conversion and
does not wait. An odd-numbered processor waits for a job's resources to become available.

0dd-Numbered Conversion Processing
Odd-numbered conversion processing waits for the resources to be available. When the resources
become available, conversion continues.

There are two primary conditions that affect JES2 conversion processing:
1. JCLLIB data sets need to be recalled for a job to proceed.

Conversion processing waits for the recall of the JCLLIB data sets to occur then proceeds with
the conversion.

2. The JCLLIB data set is controlled (typically by an exclusive ENQ) by another job.
Conversion processing waits for the exclusive control to be released.

Even-Numbered Conversion Processing
Even-numbered conversion processing does not wait; it requeues jobs that need resources so that
they are processed by the odd-number conversion processor. Jobs that have all their resources are
converted immediately.

Note: To have at least one converter PCE free to process jobs at all times, you need to define a minimum
of "2" converter PCEs in the PCEDEF initialization statement.

« If you need one job selected before another and you accept the "default" number of conversion
processors or define more, you can control the sequence of job execution through the following types of
procedures:

— Delay the selection of the second job by coding TYPRUN on the JOB statement for that job
— Specify a job class for the second job that will force the job into hold status

— In ashared spool environment, assign a specific system affinity to each reader in your system
through the RDR(nn) initialization statement, $T RDRnn operator command, or on the /*JOBPARM
statement for the job.

— Add an additional step to the first job to submit the second job to the internal reader. As a result, the
first job must complete before the second job can run.

— You can affect the status of jobs entering the system, and the order in which JES2 selects jobs for
processing by using the following JES2 installation exits:

- Exit 2 or 52 for JOB statement scan

- Exit 20 or 50 for end-of-job-input processing

- Exit 51 for end of phase processing

- Exit 6 or Exit 60 for converter/interpreter text

- Exit 14 for job queue work selection (before a job is selected)

- Exit 49 for job queue work selection (after a job is selected by QGET)
- Exit 22 for processing of TSO/E STATUS and CANCEL commands

- Exit 44 for determining whether a job waits for migrated resources

z/0S JES2 Installation Exits gives details about using these exits.
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JES2 control of batch job initiation

After conversion of a job's JCL, JES2 places the job into an appropriate class queue to await execution. If
the job class is a JES2 managed class (JOBCLASS MODE=JES), then JES2 initiators select a job from the
class queue (depending on the job's priority) and pass control to MVS to execute your program. If the job
class is a WLM managed class (JOBCLASS MODE=WLM), see “WLM control of batch job initiation” on page
84.

During execution, the initiator selects non-held jobs in priority order within their class, and the non-held
classes in the order specified for that initiator. That is, the JES2 initiator selects the lowest priority job in
the first non-empty class ahead of the highest priority job of the next class. Exceptions to these selection
criteria are explained above and include:

« Held Jobs (TYPRUN=HOLD, JCLHOLD, or operator hold)
« Held Classes

« Held Execution Environment ($P XEQ)

Member Affinity (SYSAFF)

Scheduling Environment

Duplicate Job Name

With the introduction of 2-8 character job class names in z/0S 2.1, the syntax for specifying an initiator
class list has changed. For MAS members running z/0OS 1.x, the class definition and initiator syntax
remains:

CLASS=ABCDE - $D I(*), CLASS=A  WILL NOT MATCH
For MAS members running z/0S 2.1 or later, the class definition and initiator syntax is:

CLASS=(A,B,C,D,E) - $D I(%), CLASS=(A) WILL MATCH

In addition to listing job class names, you can initiate batch jobs using job class group names. When you
initiate a job class group, there is no processing priority given to any of the job classes within the group;
job classes within the group are processed in a round robin fashion.

Operator control of the batch job workload

The operator can ensure that the system resource manager has a sufficient number and variety of jobs
to keep the system busy by varying the number of JES2 managed initiators and the classes from which
they dequeue jobs. The mechanisms for such control are the JES2 commands to start, stop, set, and halt
initiators ($S Ivvwy, $P Ivvvy, $T Ivvvy, and $Z Ivvvv). Each JES2 managed initiator controls the selection
of one job at a time.

JES2 indirectly creates an address space for each active JES2 managed initiator. The operator can
activate JES2 managed initiators and create additional batch job address spaces by means of the JES2
start initiator command ($S Ivvwv). In a similar manner, the operator can drain the JES2 managed
initiators and cause termination of their address spaces by issuing the JES2 stop initiator command
($P Ivvwv).

The operator issues the halt initiator command ($Z Ivvvv) to deactivate a JES2 managed initiator, without
terminating the address space (which is swapped out). This saves some time because JES2 need not
recreate the address space if the operator starts the initiator later.

Table 13 on page 82 summarizes the four useful commands for controlling batch workload (for syntax
information, see z/0S JES2 Commands).
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Table 13. JES2 Commands Useful in Controlling the Batch Job Workload

Desired Function JES2 Command

Control the mix of batch jobs executable at the Set Initiator: $T INITvvvv
same time by assigning classes from which to
select these jobs.

Activate JES2 managed initiators and cause Start Initiator: $S INITvvvv
creation of additional batch job address spaces.

Stop (“drain”) JES2 managed initiators and end Stop Initiator: $P INITvvvv
batch job address spaces.

Inactivate a JES2 managed initiator without Halt Initiator: $Z INITvvvv
terminating the address space

Note: The initiator identifier vvvv represents a 1- to 4-digit ID.

Use the DUPL_JOB= parameter on the JOBDEF statement or the $T JOBDEF,DUPL_JOB command to
control whether JES2 is allowed to concurrently execute batch jobs of the same name in the same
multi-access spool complex. Setting DUPL_JOB=DELAY instructs JES2 to wait for the first batch job to
complete before starting the second with the same name.

Using job classes with JES2-managed initiators

Generally, you should assign the same job classes to jobs that have similar execution characteristics or
jobs you are assigning special characteristics, such as:

« Rate of processor-to-1/0 processing
« Use of special devices

« Number of devices used

« Use of central storage

For example, if several jobs are time-dependent and sort large amounts of data it might not be desirable
to tie up all processor storage by having these jobs run concurrently. You could assign these jobs to class
B (or C or D--class names have no inherent meaning); then if you define and start only one initiator to
handle class B jobs, there will never be more than one of these jobs executing at once.

Assume you made the following assignments:

« Class B Jobs that are time-dependent
« Class C Jobs with high processor requirements
« Class D Jobs with high I/O requirements

You can specify initiator parameters such that:

« INIT(1) CLASS=BCD
« INIT(2) CLASS=CDB
« INIT(3) CLASS=DBC

If the three initiators (INIT(1), INIT(2), and INIT(3)) are processing jobs with the same priority and all
necessary resources (for example, I/O devices and data sets) are available, then three jobs, one from
each of the three different classes, run concurrently. If a job within one of the classes has higher priority
than the others in the class, the system selects that job first.

For initiator processing, class groups exist within the priority-ordered class list. However, they are
considered to be a conglomerated 'class’. Classes within a group are selected in a round robin scheme
(across all job selection). This ensures an even distribution of work across all classes in the group. For
example, if a group has classes A, B, and FRED, then those classes are chained in a ring off the job class
group structure. One class is at the head of that loop and is the first searched when looking for work. If
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work is found in class B in this example, the head is updated to class FRED. The next selection will search
class FRED first, and if work is found in that class, the head is updated to class A.

JES2 initiator attributes

Use the INIT(nnn) initialization statement to identify each of the JES2 managed initiators you need on
your system. On this statement, you specify:

 the number for the initiator

- the job classes that the initiator can select

« whether the initiator will start automatically when JES2 starts
- the name the operator uses to see the initiator (optional).

Naming initiators

Installations can name ranges of initiators so that a single command controls all the initiators in that
group. As an example, you can set up three initiators to process job classes A, B, and C:

INIT(201) CLASS=ABC,NAME=FRED
INIT(102) CLASS=CAB,NAME=FRED
INIT(103) CLASS=BCA,NAME=FRED

Now you can issue commands such as $SI(FRED) or $PI(FRED) to start or stop all initiators in that group.

JES2-managed initiators can include jobs that are in WLM mode, but these initiators will not select jobs
from classes in WLM mode. All initiators (JES2 and WLM ones) honor existing selection criteria. Those
initiators in WLM mode only select jobs in a service class queue. The service class queue is passed to
JES2 on "job select SSI." Exit 14 is not called for WLM initiators, but Exit 49 is invoked to allow installation
modification of the job selection process.

Job priority aging

The system can increase the priority of a job based on the amount of time since the job entered the
system if it is in a job class managed by JES2 initiators. You define this ability by specifying PRTYHIGH=,
PRTYLOW-=, and PRTYRATE= on the JOBDEF initialization statement.

PRTYHIGH= specifies the highest priority a job can achieve through automatic priority aging. PRTYLOW=
specifies the lowest priority for a job to be eligible for automatic priority aging. PRTYRATE= specifies

the number of times in a 24-hour period that the system will increase a job's priority (subject to the
PRTYHIGH= limit) by one. PRTYRATE= has a default of 0, which means the system will not priority-age
any jobs.

For example, if PRTYRATE=48, PRTYLOW=4, and PRTYHIGH=10, then all jobs with priorities of 4 to 9 will
have their priority increased by 1 every 30 minutes (that is, 24 hours / PRTYRATE of 48 = 30 minutes)
until the job priority reaches priority 10.

You set the lower priority limit, PRTYLOW=, to ensure that low priority work does not reach priority
levels higher than new, more important work entering the system. In the previous example, all work with
priorities 1, 2, and 3 will not priority age.

You set the upper priority limit, PRTYHIGH=, to ensure that high priority work maintains its importance,
and doesn't compete with work that achieved its priority from length of time in the system. In the previous
example, work with priority 11 through 15, will not priority-age but maintains higher priority than any jobs
that can priority-age. See Figure 14 on page 84 for a graphic representation of the priority range setting.
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Figure 14. Example of the interaction of priority-aging parameters, PRTYHIGH=, PRTYLOW=, and
PRTYRATE= on JOBDEF Statement

When the job is on the HARDCOPY queue, the only way to affect the priority is through the output priority.

For jobs that are run on a jobclass where MOD=WLM was specified on the JOBCLASS(n) initialization
statement, job priority aging has no affect.

WLM control of batch job initiation

Job initiators for WLM-managed job classes are controlled dynamically by workload management. These
initiators run under the Master Subsystem and are not assigned JES2 job numbers. WLM can adjust the
number of initiators on each system based on:

« The queue of jobs awaiting execution in WLM managed classes.
« The performance goals and relative importance of this work.

« The success of meeting these goals.

« The capacity of each system to do more work.

Note: WLM initiators on a given member do not select work from service classes that have removed
the member from its QAFF (Queue Affinity) mask. For example, if MEMA and MEMB are two
members in an MAS, and there are jobs awaiting execution in service class DISCRETN, changing
the SRVCLASS(DISCRETN) to have QAFF=MEMB means that MEMA will not select any jobs from the
DISCRETN service class.

See z/0S MVS Planning: Workload Management for more details.

Controlling batch job selection

Although workload management dynamically controls its initiators, there are several mechanisms by
which you can manage them with JES2 commands:

« Limit the number of jobs in each class that can execute simultaneously in the MAS. See “Setting job
class limits for execution” on page 78.

« Stop or start the selection of batch jobs by JES or WLM managed initiators on an individual system. See
“Enabling job execution selection” on page 79.

« Control the system or member affinity with the $T Job command. See “Member affinity” on page 77.

The scheduling environment for a job cannot be changed with operator commands. (See “Job
scheduling environment” on page 77.)
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« Immediately start the execution of a batch job in a WLM managed job class with the $SJ operator
command. Workload management selects the job for immediate execution from the list of systems
where the job is eligible to run based on SYSAFF and SCHENV parameters. This is processed even if the
job is held.

« Change the classification of jobs entering the system by altering characteristics of the job through the
JES2 exits. See “Controlling job execution through exits” on page 79.

SMF recording

To help you monitor and manage the batch job environment, SMF records include the following
information:

SMF type 84, subtype 21

Contains data that relates to JES2 memory and resource usage.

- The memory usage contains information about each memory section in the JES2 address space.
« The resource usage contains information about various resources JES2 manages.

SMF type 26 records

Workload Management section contains the service class name, scheduling environment, indicators that
the job ran under a WLM or JES MODE initiator, or if the job ran because of $SJ command.

SMF type 30 records

Additional fields have been added to the Performance Section including queue times and indicators that
the job was modified through operator commands, forced into execution with the $5J command, or
restarted.

SMF type 72 records

Subtypes 3 and 4 record the performance information for batch service classes including response times,
velocity, transaction volumes, and JES delays.

See z/0S MVS System Management Facilities (SMF) for details.

Considerations for WLM goals applied to batch jobs

WLM goal types deserve special considerations for batch jobs. Remember that the queuing delays while
waiting for initiation can affect response time calculations and performance indices. See z/0S MVS
Planning: Workload Management for guidance on setting goals for batch jobs.

Batch jobs that are part of a critical path, such as the overnight “batch window” should remain in JES
managed job classes.
Alignment of initiator mode and service classes

All jobs with the same service class should be managed by the same type of initiation. For example, if
job classes A and B are both assigned to the HOTBATCH service class, and JOBCLASS(A) is MODE=WLM,
while JOBCLASS(B) is MODE=JES, workload management will have a very difficult time managing the
goals of the HOTBATCH service class without managing class B jobs.

Queue delay measurements

If you have large job execution queues, the queue delay can dominate the response time or velocity.
This may cause the system to not address other delays because it would not significantly affect the
performance index (PI).

Response time does not include TYPRUN=HOLD or JCLHOLD delays, but does include the following;:

« Operational delays (jobs or job class held by operator command)
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« System or resource affinity delay
« Scheduling delay because of class limits, duplicate jobnames
 Time waiting for an Initiator

Multiple JES2 MAS complexes in a sysplex

There is no requirement that all systems in the sysplex be in the same MAS complex. However, the WLM
policy is sysplex-wide and independent of the JES2 member or MAS complex.

« Jobs with the same classification attributes (job class, and so on.) will be assigned the same service
class, no matter which MAS they are in unless the subsystem collection name is included in the
classification attributes.

« The service class determines the goal regardless of which MAS they are in.

« Alljobs in the sysplex with the same service class should be managed by the same type of initiation. If
you split a service class between WLM and JES managed initiators, workload management will have a
very difficult time managing the goals. [JOBCLASS(c) MODE= setting should be the same in all MASes in
the sysplex.]

« Limiting the number of jobs in execution by class through the JOBCLASS(c) XEQCOUNT parameter is
only MAS-wide, not sysplex wide; however, limiting the number of jobs in execution by class through
JOBCLASS(c) XEQMEMBER(mbr) is on a member-by-member basis.

Note: If you are using WLM-managed initiators, do not classify the batch work from more than one MAS
into the same WLM service class.
WLM poly-JES considerations

If two copies of JES2 in the same MVS system (poly-JES) are not sharing the same spool, workload
management initiators can select jobs from both the primary and secondary JES.

WLM does not support a secondary JES2 subsystem in the same MAS as the primary. Workload
management initiators will only select jobs from the primary JES if the secondary JES is sharing spool
with the primary.

The initiator cataloged procedure

SYS1.PROCLIB must contain an initiator cataloged procedure (named INIT) to create job address spaces
for both JES2 and WLM managed initiators. JES2 and WLM use the MVS START command or the MVS
ASCRE macro to create a system initiator. You can control the number of JES2 initiators by starting and
stopping initiators. You cannot control the WLM initiators directly with operator commands.

Figure 15 on page 86 illustrates the initiator cataloged procedure as supplied by IBM:
//IEFPROC EXEC PGM=IEFIIC,DPRTY=12
Figure 15. IBM-Supplied INIT Procedure

System resource manager control of the batch job workload

With JES2 managed initiators, you can have more batch jobs initiated and more time-sharing users logged
on than the number of address spaces in central storage can accommodate. The System Resources
Manager (SRM) can remedy this problem by swapping out heavy resource-using job(s).

Although you might expect over-initiation could compete with and slow the progress of the more
important jobs, the SRM addresses this problem. The SRM processes individual jobs according to their
service class goals and relative importance.

When the load on the resource eases, the SRM can choose from a varied mixture of swapped-out jobs to
even the job mix.
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Job monitoring
You can monitor a job through:

« Elapsed time (time since the job started)
« Processor time (actual time spent executing instructions)
« Output

— Lines and cards produced

— Pages produced

— Number of bytes of output produced.

Use the ESTIME statement to cause JES2 to write a message to the operator when a job exceeds the
elapsed time specified by the JOBPARM statement, and an additional message at each interval specified
by the INT= parameter on this same statement. You can use the IEFUTL installation exit routine to
enforce these values, if the IEFUJV installation exit routine places the time in the SMF user ID field. See
z/0S MVS Installation Exits for information about these exits.

The JCL EXEC statement, the JOB statement, and the converter parameters on the JOBCLASS(v)
statement allow you to specify the maximum execution time for a job. If a job exceeds this value, the
system enters an IEFUTL installation exit routine, which can cancel the job or allow it to continue (after
writing a warning to the job submitter). See z/0S MVS Installation Exits for information about this exit.

Use the ESTLNCT, ESTPAGE, ESTPUN, and ESTBYTE JES2 initialization statements to specify the total
number of printed lines, printed pages, punched cards, and SYSOUT bytes that a job can produce before
JES2 takes action. The OPT= parameter specifies the action JES2 should take. You can allow the job to
continue after writing a message to the operator or cancel the job with or without a dump.

Even if a previous step ends with a completion code of 722 (output limit exceeded), the MVS scheduler
selects (and begins executing) the next step if COND=EVEN or COND=0ONLY appears on the EXEC
statement. This step does not end immediately with ABEND722 for producing excessive line, page, or
byte SYSOUT but ends when the job exceeds the next excess output interval (that is, NUM= specification
plus INT= specification for the specific ESTLNCT, ESTPAGE, or ESTBYTE initialization statement).

Use JES2 Exit 9 to control job output overflow. See z/0S JES2 Installation Exits for information about this
exit.

Your installation can specify SMF output limiting by class, with the JOBCLASS JES2 initialization
statements. SMF can monitor the output (OUTLIM= on DD statement) for each data set.

Monitoring the successful completion of a job

JES2 displays the successful or unsuccessful completion of a batch job with the $HASP165 message.
This message is displayed to an interactive user if the NOTIFY parameter is specified on the JCL JOB
statement, or the JECL /*NOTIFY statement is specified. You can see the completion code or ABEND code
as follows:

« Jobs ending normally have the maximum condition code displayed
$HASP165 job_name ENDED AT node_name MAXCC=nnn
« Jobs ending abnormally have the ABEND codes displayed:

$HASP165 job_name ENDED AT node_name ABENDED Sxxx Unnnn

Also, you can display the ABEND or MAXCC for a job still on the JES2 queues before they are purged, with
the $DJ( ), CC command.

Entering commands from a job stream

Depending on your security policy, JES2 accepts JES2 commands and MVS commands at different points
in a job stream, with different types of control.A job stream is the set of jobs submitted between the
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physical start of a reader and physical end-of-file, or between the opening and closing of an internal
reader data set. See Figure 16 on page 88 for a pictorial representation of the following description.

JES2 accepts JES2 commands in your jobstream in the form /*$command (for example, /*$S) in front of
the JOB JCL statement. JES2 also accepts MVS commands in the /*$VS, ‘systemcommand’ statement if
the command authority is similar to the authority for accepted JES2 commands. An example of submitting
an MVS command this way is /*$VS, 'V OCE,offline".

JES2 ignores JES2 commands found in the job stream between the first JOB statement and EOF. Also,
JES2 ignores JES2 commands entered in a job stream through the network job receiver.

The converter executes any MVS commands (//name COMMAND 'command' where the name parameter
is optional) that appear in the job stream after the first JOB statement. Whether the converter actually
issues the command depends on what you specified for the converter parameters. JES2 ignores all MVS
commands appearing before the first JOB statement.
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Figure 16. Entering commands from a job stream
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Execution batch monitoring (XBM) facility

The execution batch monitoring facility allows a user with minimal knowledge of JCL to process data. The
user need only provide a valid MVS JOB statement and input data. This facility is useful for:

« Compile-and-go debugging compilers

« File-inquiry programs

« Hardware or software system emulators

XBM treats all statements including the JOB statement (up to the next JOB statement or end-of-file)
except for the /*XMIT statement as input to a processing program. To use this facility:

« The XBM= parameter on a JOBCLASS initialization statement must name a cataloged procedure that
resides in a procedure library named in the JES2 start procedure.

« The user must specify that job class on the JOB statement that is submitted.

« The EXEC statement of the cataloged procedure associated with the specified job class must name the
program that processes the user's input data.

When a user submits a JOB statement specifying a job class that is associated with a cataloged
procedure, JES2 generates an EXEC statement naming that procedure, and a SYSIN DD * statement.
JES2 then makes a copy of the original JOB statement and places it after the generated statements. This
JOB statement, and any other JCL statements that the user might have coded, except the /*XMIT JES2
control statement and the input data the user has provided, becomes input to the program named in

the procedure. When you code the program to be invoked by the procedure, be sure to handle any JCL
statements the program might encounter in the input stream (unless you restrict your users to only the
JOB statement). Also, your program must define the DDNAME SYSIN as input.

Installations currently using the XBM facility before JES2 Version 3.1.3 can convert their existing
applications with minimal impact to their customers. You must:

1. Ensure all of your customers have valid MVS JOB cards in their job streams.
2. Remove the XBATCH parameter from the JOBCLASS(v) and JOBDEF initialization statements.
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3. Specify the name of the procedure you were using to process input for each individual job class on the
XBM= parameter of the JOBCLASS(v) initialization statement. JES2 no longer generates the name of
the procedure it is invoking, therefore, you need only provide one procedure name for each initiator
class.

4. If your existing processing program reads past end-of-file in an attempt to obtain more data, JES2
issues a bad return code. This version of XBM processes each job individually, and does not support
the additional read. You must change your processing program to accept the end-of-file as a valid
end-of-input.

5. If you require the ability to accumulate statistics for a specific class of work, or data related to the
number of jobs processed, you must rewrite your processing program to maintain that information
between jobs because your program will end between jobs.

6. Ensure all user JCL contains valid JOB statements. Execution batch monitoring jobs must pass all
converter validation before execution.

Note that the majority of the previous benefits of using the execution batch scheduling facility no longer
exist. You might want to convert jobs that currently use the facility to jobs with the appropriate execution
JCL as soon as convenient. Also, all previous restrictions on dynamic allocation no longer exist.

Using the execution batch monitoring facility

Before using the execution batch monitoring facility you must:

« Write and test the program that will process the input. This program must handle any JCL it encounters
in the input stream and use DDNAME SYSIN as input.
« Write and test a procedure to invoke your program.

« Place the procedure in a library defined in the JES2 start procedure. Figure 17 on page 89 shows the
contents of an example procedure named ORDPROC.

//PROCESS EXEC PGM=0ORDERIT

//INPUT DD DDNAME=SYSIN

//OUTPUT DD DSN=NEEDED.BOOKS,DISP=0LD
//CONTROL DD DSN=BACKORD.INVENTOR,DISP=SHR

Figure 17. Contents of the Example ORDPROC Member

« Use XBM=on the JOBCLASS(v) initialization statement to specify the name of the data set member
that contains the procedure. Figure 18 on page 89 shows a JOBCLASS(v) statement coded to take
advantage of the execution batch monitoring facility.

JOBCLASS(R) ACCT=YES,COMMAND=IGNORE, LOG=NO,MSGLEVEL=(2,0),
PERFORM=123, PGMRNAME=YES, PROCLIB=PROCO2,
XBM=ORDPROC

Figure 18. Specifying the Procedure on the JOBCLASS(v) Statement.

« Issue $P CNVT to stop JES2 conversion processing and close the procedure libraries.

« Issue $S CNVT to restart JES2 conversion processing and open the procedure libraries. JES2 can now
access your procedure and you can submit jobs that use the procedure.

Figure 19 on page 90 is an example of the JCL coded to submit input to the ORDERIT program. The /
*ROUTE statement in the example routes the output to the destination, STR15.
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//ORDER12  JOB (STR12,15,5845) ,HUTCH, CLASS=R
/*ROUTE PRINT STR15
JES2 Exits
JES2 Commands Kaskovich
JES2 General Information Wagenaar

J. Vazquez
P.
D.
JES2 Introduction D. Pizzuto
T.
J.

JES2 Init Tuning Reference Koman
JES2 Init Tuning Guide Hutchinson

Figure 19. Example JCL to Invoke ORDERIT

If the procedure fails, you can temporarily use another procedure to process the input by:

1. Holding the job classes that use the failing procedure.
2. Issuing $T JOBCLASS(v),XBM=newproc to point the job class to a different procedure.
3. Releasing the job classes you held in the first step.

You can enable the execution batch monitoring facility for a previously defined job class, or switch
procedures associated with a job class with the $T JOBCLASS(v) command. The job class can be managed
by JES2 or WLM initiators.

Output

JES2 provides the following facilities for controlling system output by:

» Queuing of each output unit of work for a job according to a priority based on the volume of output
represented by that work unit or thepriority specified on the JCL OUTPUT statement.

- Minimizing operator interaction because of forms, carriage tape, and print train loading for impact
printers, and forms, overlay frames, and burster loading for non-impact printers.

 Supporting devices other than printers and punches by routing SYSOUT data to specific external writers
through an external writer interface.

« Priority aging of job output elements based on priority parameter specifications, such that the longer
the output remains on the output processing queues, the greater its priority becomes.

« Supporting a functional subsystem for non-impact printers (such as the 3800-3 functional subsystem
printer) through a functional subsystem interface.

« Routing SYSOUT data sets among nodes in the network.
« Specifying the number of records processed, per job, on printers or punches.

« Holding the writing of an output data set and gathering data sets with the same set-up characteristics
for printing as a single unit of output work.

« Supporting the purging of output from jobs, SYSOUT, started tasks (STCs), and time sharing users (TSUs)
if the job ended normally (that is, as expected).

« Ensuring users can use specific output devices and output devices have a sufficient security to process
specific output. See Chapter 7, “Providing security for JES2,” on page 313 for information on output
security.

The system programmer controls system output by:

« Specifying print train and either carriage tape name or forms control buffers for SYSOUT directed to
printers with these features, plus supporting the 3525 print and interpret features for SYSOUT data
sets.

- Specifying all options and features of the AFP printer for SYSOUT data sets directed to the 3800.

Default data set characteristics

JES2 assumes defaults for any data set characteristics not specified on the SYSOUT DD statement, the
JCL OUTPUT statement or the JES2 /*OUTPUT control statement. If a job does not specify an FCB, UCS,
or FLASH parameter, JES2 uses the FCB, UCS, or FLASH default value specified by your installation.
JES2 uses the name “**** when requesting a default FCB or UCS image from the operator. The operator
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satisfies this request by mounting any image specified as a default. If the job does not specify one or more
of the parameters (FCB, UCS, or FLASH), then any default will satisfy it.

Identify the form used for all data sets not specifying a form during JES2 initialization in the STDFORM
parameter on the OUTDEF statement. This is the standard form for both printers and punches.

Output priority

JES2 queues a job for output processing when the job completes execution. You can change the default
priority assigned to the output by coding the PRTY= keyword on the JCL OUTPUT statement.PRTY=
assigns a single priority level between 0 and 255 to all work units within a particular output group.

The keyword takes effect if you also specified PRTYOUT=YES on the OUTDEF initialization statement;
PRTYOUT=NO is the default.

JES2 creates output groups during output processing or during execution in the case of spin
(FREE=CLOSE or SPIN=UNALLOC on the DD statement) data sets. Each output group represents a unit of
output work to JES2. JES2 places the output group in the job output element queue in order of output
priority. If you did not specify a priority on the JCL OUTPUT statement, JES2 computes a priority for

each output group from the tables specified by the PRIORITY= parameter on the OUTPRTY initialization
statement.

Also, JES2 uses the RECORD= parameter (for line data), the PAGE=parameter (for page data) or both
the RECORD= and PAGE-= (for data containing line and page data) with the PRIORITY= parameter to
determine the priority of the output. JES2 bases the priority on the total number of print lines, punch
cards, or pages in the data set which the output group represents. If the output group represents a data
set containing both line and page data, the output priority is the average of the priorities specified by
the RECORD= and PAGE= parameters, respectively. The following tables show the default values for the
priority calculation:

Table 14. Priority calculation default values: Record

For RECORD: RECORD n

RECORD values are estimates of the job output lines and 2000 1

cards
5000 2
15000 3
279620 4
16777215 9

Table 15. Priority calculation default values: Page

For PAGE: PAGE n

PAGE values are estimates of the number of job output pages |50 1
100 2
300 3
16777215 4
16777215 9
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Table 16. Priority calculation default values: Priority
For PRIORITY: n PRIORITY
The n value is determined from the PRIORITY table. 1 9
The PRIORITY table shown contains the default for the
corresponding n values 2 8
3 7
9 1

If the total number of output records (lines or cards) is 2000, then:

From RECORD, 2000 output records indicates n =1
From PRIORITY, n = 1 indicates PRIORITY =9

If the total number of output pages is 300, then:

From PAGE, 300 output records indicates n = 3
From PRIORITY, n = 3 indicates PRIORITY =7

If the total number of output is 2000 lines and 300 pages, then the output priority is the average of both
types of output based on the RECORD and PAGE values as follows:

From RECORD, 2000 output records indicates n =1
From PAGE, 300 output records indicates n = 3
The average valueofn=(1+3)/2=2

From PRIORITY, n = 2 indicates PRIORITY =8

By specifying other values for the tables (during JES2 initialization), you can more closely control your
installation's priority assignments. If you do build your own priority table based on estimated record/page
counts, be certain that you supply the values in ascending order as the RECORD, PAGE, and PRIORITY(n)
values are in the default tables, above. This requirement exists because JES2 uses the RECORD= or
PAGE= values in a “less than or equal to” order when calculating a priority that does not exactly match the
values in the tables.

JES2 selects output groups for output processing based on the job's output priority. You can cause the
priority to increase through the priority aging feature. You can set the original priority on the OUTPRTY(n)
statement. However, if the priority is within the limits set by PRTYLOW= (the minimum) and PRTYHIGH=
(the maximum), JES2 increases the priority of the job at a rate specified by PRYORATE=. See “Output
priority aging” on page 92 for additional information about output priority aging.

When a job completes output processing (all of its output groups created and added to the job output
element queue), JES2 queues the job for hard-copy.

When assigning such things as priority classes and forms requirements for data sets, you should balance
the choices against the criteria JES2 uses to select the output data sets to process.

Output priority aging

JES2 can increase the priority of a job's output based on the time since the output was created. You
define this ability by specifying PRTYHIGH=, PRTYLOW=, and PRYORATE= parameters on the OUTDEF
initialization statement.

PRTYHIGH= specifies the highest priority which output can achieve through automatic priority aging.
PRTYLOW= specifies the lowest priority for a job to be eligible for automatic priority aging. PRYORATE=
specifies the number of times in a 24-hour period that the system will increase a job's priority (subject to
the PRTYHIGH= limit) by one. PRYORATE= has a default of 0, which means the system will not priority age
any output.
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For example, if PRTYRATE=48, PRTYLOW=100, and PRTYHIGH=200, then all jobs with priorities of 100
to 199 will have their priority increased by 1 every 30 minutes (that is, 24 hours / PRTYRATE of 48 = 30
minutes) until the job priority reaches priority 200.

You set the lower priority limit, PRTYLOW=, to ensure that low priority output does not reach priority
levels higher than new, more important output entering the system. In the previous example, all output
with priorities between 1 and 99 (inclusive) will not priority age.

You set the upper priority limit, PRTYHIGH=, to ensure that high priority output maintains its importance,
and doesn't compete with output that achieved its priority from length of time in the system. In the
previous example, output with priority 200 or higher, will not priority age but maintains higher priority
than any output that can priority age. See Figure 20 on page 93 for a graphic representation of the
priority range setting for output.

2565~ - — - — - Maximum job priority specification
240 -
2301- ¥ Reserved for high
200 4- non-priority aging jobs
2014-
PRTYHIGH=200- - — - — - D Taonty atiained for
199 - A
175+~ Range specified by PRTYHIGH and PRTYLOW
1504- parameters for priority-aging jobs.
125-|- Priority increases by 1 every
1014- 24 hours/PRTYRATE specification.
PRTYLOW=100r - — - — - Minimum priority specificaation for priority-aging jobs
gg o=
90 4- % Reserved for non-priority-aging jobs
1 4
0--—-— - Minimum job priority specification

Figure 20. Example of the interaction of priority—aging parameters PRTYHIGH, PRTYLOW, and PRYORATE
on OUTDEF statement

Output processing

The JES2 print/punch processor, the external writer, the network SYSOUT transmitter and spool offload
SYSOUT transmitter can select only data sets which already have output groups constructed.Varying the
number of output groups, (JOENUM parameter on the OUTDEF initialization statement) influences the
processing of output.

Specifying many output groups makes more work available for selection within the configuration;
however, the increased number of output groups also increases the size of the checkpoint data set thus
adversely affecting performance.

An output group that does not yet describe a unit of work is a “free” JOE. When the building of output
groups for a job depletes the number of available free JOEs, the job or spin data waits until more output
groups become available.

The JES2 output processor builds output groups for a job without making a distinction as to whether the
routing of the data sets is for the local node or for some other node. JES2 makes the distinction when it
adds the output groups to the output queues; JES2 then places all the output groups for the local node on
one of the class queues, and places all the others on the network queue.
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Output data set groups

An output group can point to a data set group that defines data sets that have identical characteristics
and contain the output of a job, a started task, or a time-sharing user. Each data set group is a processing
entity with a set of processing characteristics.

JES2 groups output for jobs processed at the local node use the following processing characteristics:

« Burst specification (BURST)

« Output class (CLASS)

« Destination (DEST)

« Forms control buffer name (FCB)
« Forms overlay frame (FLASH)

« Forms (FORM)

« Group name (GROUPID)

« Output disposition (OUTDISP)

« Process mode (PRMODE)

« Print train (UCS)

« Installation writer name (WRITER)

You can use the OUTPUT JCL statement to describe these characteristics. Note that the SYSOUT DD
statement and the /* OUTPUT JECL statement support all these characteristics except GROUPID and
OUTDISP.

JES2 also groups output data sets on the following criteria which a user can specify on the OUTPUT JCL
statement:

 Address

- Building
Department (DEPT)
« Name

« Print complete notification message (NOTIFY)

* Room

- Title

These fields can also be modified through SDSF while output resides on the output or hold queue.

When JES2 groups on the information on these fields, it attempts to match the character string exactly.
Therefore, it is important to ensure the user specifies the exact string in each of the above so that

JES2 can group the output properly. For example, JES2 will not group NAME='JOHN' and NAME='JOHN '
together.

You can change the SYSOUT characteristics that affect grouping by using JES2 Exit 40. See z/0S JES2
Installation Exits for more information about Exit 40.

The following tables illustrate how one output group can represent one of several SYSOUT data sets:

Table 17. Relationship of SYSOUT specification to number of job output elements: Seven output groups
built

SEVEN OUTPUT GROUPS BUILT

1 - SYSOUT=(A,,4PLY), UCS=PN
2 - SYSOUT=C,UCS=PN

3 - SYSOUT=A

4 - SYSOUT=B
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Table 17. Relationship of SYSOUT specification to number of job output elements: Seven output groups
built (continued)

SEVEN OUTPUT GROUPS BUILT
- SYSOUT=A,FLASH=FL01
- SYSOUT=A,FLASH=FL01,MODIFY=CMO03
- SYSOUT=C,FCB=STD3,UCS=GF10
SYSOUT=C,CHARS=(GF10,FM10),FCB=STD3
- SYSOUT=C,CHARS=(GF10,FM10),FCB=STD3,UCS=PN
- SYSOUT=A

w 3 o0 o0 o1 o
1

Table 18. Relationship of SYSOUT specification to number of job output elements: Three output groups
built

THREE OUTPUT GROUPS BUILT

1 - SYSOUT=A
1 - SYSOUT=A
2 - SYSOUT=B
1 - SYSOUT=A
2: - SYSOUT=B
3: - SYSOUT=(A,,2PLY),FCB=8LPI
1 - SYSOUT=A

JES2 duplicates output groups built for job-related output depending on the number of job copies
requested on the /*JOBPARM statement (up to the maximum allowed by the COPIES= parameter on
the OUTDEF statement). This allows the devices available for output to govern the number of copies
processed for a particular job. JES2 uses several factors to group SYSOUT data sets. The groups also
conform to a set of rules, discussed below. Table 19 on page 96 summarizes these rules.

Note: If the output groups are transmitted through an NJE network, do not use the /*JOBPARM JECL
statement to produce multiple copies. Instead, use the COPIES= parameter at the DD level. If COPIES=
is used at the DD level, JES2 does not duplicate output groups and the output groups are handled
appropriately.

JES2 uses the following factors to group output:

- The data set output class matching the job's message class

« The USERSET specification on the OUTDEF statement.

- The user assigned an output group name using the GROUPID= keyword on the JCL output statement.
« The DMNDSET parameter specification on the OUTDEF statement.

JES2 forms output groups whose data sets always agree on the following characteristics:
« address

« building

 department

« destination

external writer
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« hame
« output class

« output disposition

e output group name

- print complete notification message
« process mode

e room

- title

If DMNDSET=YES on the OUTDEF initialization statement and the data set matches the job's message
class or if USERSET=YES on the OUTDEF initialization statement and the user assigned the output
group a name, then JES2 scans the setup characteristics of the output group's data sets to determine
which, if any, of the setup characteristics vary. Otherwise, the output groups will also agree on setup
characteristics.

Table 19. Interrelationship Between the Four Factors Affecting Output Grouping

DMNDSET= * DOES MSGCLASS AND OUTPUT USERSET=YES USERSET=NO
CLASS MATCH?
OUTPUT GROUP OUTPUT GROUP
NAME NAME
ASSIGNED ASSIGNED
YES NO YES NO
YES YES 1 1 1 1
NO 1 2 2 2
NO YES 1 2 2 2
NO 1 2 2 2

* USERSET and DMNDSET are parameters on the OUTDEF initialization statement.
Note:

1. Data sets within groups formed agree on class, external writer, destination, process mode, output
disposition, and output group name. However, setup characteristics (those characteristics that
determine the data set groups eligible for processing a given device) can vary.

2. Data sets within groups formed agree on class, external writer, destination, process mode, output
disposition, output group name and setup characteristics.

To delay printing data sets, an installation can specify:

 Reserved classes

« HOLD=YES on a JCL DD statement

« OUTDISP=HOLD on the JCL Output statement

« OUTDisp=HOLD or LEAVE on one of the following initialization statements:
JOBCLASS

OFF(n).SR

OFF(n).ST

OUTCLASS

“Output disposition for SYSOUT data sets” on page 109 discusses the OUTDISP parameter. z/0S MVS
JCL Reference explains HOLD=YES on a JCL DD statement. Note that the use of the GROUPID= keyword
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on the JCL OUTPUT statement influences data set gathering. If your installation allows user control of
output groups by specifying USERSET=YES on the OUTDEF statement, you can form output groups with
dissimilar output characteristics.

JES2 does not group spin data sets; each data set constitutes a “group” of one data set.

SMF record summary: job-output related information

The following lists the SMF records that contain job-output related information. For a complete list of the
record contents, see z/0S MVS System Management Facilities (SMF).

Table 20. SMF Records Containing Job Output Information

Record Number Action that Causes the Record to be Written

6 When JES2 finishes processing a job output element it will write this record if
TYPE6=YES in the JOBCLASS statement.

26 After processing all SYSOUT data sets for a job, JES2 writes this record if
TYPE26=YES in the JOBCLASS statement. Exit IEFUJP can also override the
writing of this record.

57 After transmitting an output group to another NJE node, JES2 writes this
record.

JES2 Exit 21 or SMF Exit IEFU83 can be used to override the writing of these records.

Routing output to other nodes

Output groups on the network queues are grouped by data set forms requirements, SYSOUT class, and
other selection criteria. If you decide to route output on the network queue to the local node, remember
that routing output does involve calls to an installation's security product, which can impact command
performance. JES2 removes the output group from the network queue and places it on the appropriate
local class queue. Similarly, JES2 routes output groups originally destined for local output to another node
by removing them from their class queue, changing their route codes, and placing them on the network
queue.

The JES2 commands that deal with output routing (for example, $R and $0) allow routing and rerouting
of data sets. JES2 places the current routing of a data set in the data set header whenever the data set is
transmitted.

The network SYSOUT transmitter selects output groups from the network transmission queue, which
is ordered FIFO (first-in-first-out) within priority. For data sets created on the local node, the network
SYSOUT transmitter creates network data set headers. The network SYSOUT transmitter transmits the
data set headers, along with a job header, job trailer, and data set records over an NJE line to the
destination node specified in the routing information for the data set. This transmission can be either
store-and-forward through intermediate nodes, or direct transmissions to the destination node.

JES2 attempts to transmit as one job, any non-spin SYSOUT which are created under a single job and
directed to a common destination (or along a common path). This processing is performed even if multiple
SYSOUT data sets are grouped into different output groups with different output priorities.

At the other node, a network SYSOUT receiver receives the NJE headers and data sets. The network
SYSOUT receiver uses the information in the NJE job header to create a new job on the receiving system.
As a result of this processing, the network SYSOUT receiver places a job on the output queue.The output
processor on the receiving node treats this job as a locally completed job. The output processor creates
output groups describing the data set, thus making it ready for local print/punch processing or further
network transmission, depending on the routing specified for the data sets.
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NJE transmission selection

You can specify multiple transmitters (and receivers) for a line as described in “Specifying transmitters
and receivers” on page 244. For individual SYSOUT transmitters, you can also specify work selection
characteristics based on the size of SYSOUT files as described in “Specifying work selection values for
NJE transmitters” on page 245.

NJE file sizes can range from very small (for example, one record, such as a Netmail acknowledgment) to
very large (millions of records). After a transmitter has selected a file, it does not interleave it with other
files or voluntarily interrupt the transmission until that file is completely transmitted. If the line drops or
the transmission is otherwise interrupted, the entire file must be retransmitted from the beginning.

You can use the work selection (WS=LIM) parameter on the L(nnnn).ST(n) statement to cause a SYSOUT
transmitter to select files based on their size, so as not to tie up a transmitter a long time with very

large files. This allows a transmitter to be available for timely delivery of small files. See “Specifying work
selection values for NJE transmitters” on page 245 for more information.

Considerations for output produced by APPC transaction programs

Advanced Program-to-Program Communication (APPC) is an implementation of the Systems Network
Architecture (SNA) LU 6.2 protocol that permits interconnected systems to communicate and share the
processing of programs. Installations can use APPC to allow MVS systems to participate in a cooperative
processing environment.

Application programs that use APPC communication calls to perform cross-system requests are called
transaction programs. Transaction programs can communicate with other transaction programs that
reside on local or remote systems. For example, an installation might create a transaction program and
use APPC to access MVS services on a host, such as updating a large data base; the MVS transaction
program could subsequently return messages or data.

APPC transaction programs can exploit certain JES2 facilities, such as printing, network job entry (NJE),
and job submission. JES2 treats all SYSOUT produced by APPC transaction programs as spin data sets.
APPC transaction programs do not run as JES2 jobs; instead, transaction programs are associated with
APPC transaction initiators, which are long-running jobs that can sponsor many transaction programs.

Output from APPC will have the 'PROTected' indicator, but this has nothing to do with RACF or other
security servers. Also, the 'PROTected' indicator is not exclusive to APPC; it is found in OMVS and in
other transactional environments where the transaction output is associated with the initiators such as
ASCHINIT and BPXAS.

Because APPC work is treated differently from other JES2 work, you should be aware of the following
processing considerations for SYSOUT data sets created by a transaction program:

System data sets

Because an APPC initiator can represent many transaction programs, the following system data sets are
treated differently for APPC work than for other types of work in the system:

Data Set
APPC Considerations

$JOURNAL
Job journal data sets are not produced for APPC transaction programs. Therefore, transaction
programs cannot be automatically restarted.

JESMSGLG
JES2 does not support JESMSGLG data set processing for APPC transaction provided programs.
However, JES2 does write messages concerning APPC transaction programs into the TP message
log which can be used for recovery and problem determination when an error occurs while an APPC
transaction program is processing. See z/0S MVS Planning: APPC/MVS Management for additional
information about the TP message log.

JESYSMSG
JESYSMSG data sets are not produced for APPC transaction programs.

98 z/0S: z/OS JES2 Initialization and Tuning Guide



JESJCL
Support for JESJICL is equivalent to that provided for other started tasks.

See z/0S MVS Planning: APPC/MVS Management for additional information about understanding and
implementing APPC in an MVS environment.

Output class assignment

A problem program assigns its output an output class which JES2 processes. You can hame one of a
maximum of 36 SYSOUT classes by specifying the SYSOUT= keyword on the DD statement or by using the
CLASS= keyword on the JCL OUTPUT statement.You can specify any single letter (A-Z), number (0-9), or
asterisk as a class. An asterisk indicates the class assigned is the same as that assigned to the message
class as specified by MSGCLASS= on the JCL JOB statement. The names have no inherent meaning; they
just group similar output characteristics. The designation of a class as containing print or punch data,
during JES2 initialization, is only for output limiting and job accounting purposes and has no bearing on
the class assigned to the actual device.

JES2 assigns output class characteristics (such as data set and message hold status, track celling, and
print-punch specification) on the OUTCLASS(v) initialization statement. See the OUTCLASS(v) statement
in z/0S JES2 Initialization and Tuning Reference for a complete description of this statement.

Characteristics of output classes

Assign JES2 print/punch processors and external writers only to specific classes of output. Make the
assignment:

During JES2 initialization for JES2 devices.
« In the external writer cataloged procedure for external writers.
« At any time, for JES2 devices, by using JES2 modify ($T) commands.

For external writers, by specifying classes on the MVS START or MVS MODIFY commands. See z/0S MVS
System Commands for more information on these MVS commands.

If no device is active for an output class, output for that class remains on the queue until you start a
device for that class.

Assign output classes in a manner that distinguishes types of output and results in the most efficient use
of devices. However, keep the following in mind when assigning classes:

Distinguish between data processed by standard JES2 writers and data processed by external writers.

Allocate separate classes for data destined for different devices and data destined for similar devices
but with different characteristics. It is not necessary, however, to use classes to separate data with
different UCS and FCB requirements if a JES2 writer is to process the data because JES2 handles these
parameters automatically. Use separate classes if an external writer will print this data.

- Assign classes to give different priority to different types of data, such as output printed on a different
work shift.

« Do not use different classes to give priority to short data sets as the JES2 priority calculation is
adequate for this purpose.

Coordinate output classes in an NJE environment so print and punch classes are consistent among
nodes in the network. The destination node places SYSOUT data sets in the class queues indicated in
the NJE header. The class at the destination node determines the processing used for the data set.

If the classes are not consistent, the receiver might not get data in the expected form. For example if
class G is print output on node A and punch output on node B, routing class G data from node A to node
B causes print output to be punched.

By specifying a process mode (PRMODE) for the particular device on which you require the system to
process the SYSOUT data set(s), you avoid the problem of multiple destinations assigning the same
output class to different devices. For example, if you send a SYSOUT data set to another node (for
printing on a AFP printer), specify PRMODE=U3800 on the PRT(nnnn) initialization statement for that
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device. If you then specify PRMODE=U3800 on the JCL output statement of the data set you want, JES2
allows the device with PRMODE=U3800 to select that data set for printing. Additionally, JES2 can select
any other work which matches any other process modes specified for that device.

Blank truncation

Use the BLNKTRNC parameter on the OUTCLASS(v) statement to turn off blank truncation for any
non-page-mode data (the default is BLNKTRNC=YES). This parameter specification has no effect on
page-mode data, but generally saves significant spool space for line-mode data. In a typical page-mode
SYSOUT data set that contains a mixture of page- and line-mode data, any spool savings applies only

to the line-mode records. Do not set BLNKTRNC=NO except for those data sets that require right-hand
padding with blanks to produce correct alignment. If required, set aside one or more specific classes for
no blank truncation.

If you send SYSOUT data sets that have not been blank-truncated to a node initialized with blank
truncation set on for that particular output class, the receiving node will truncate the data set.

This same ‘truncation rule’ holds true for individual members of a multi-access spool complex. If a
member initialized (or defaulted) with BLNKTRNC=YES executes a job it receives from a system where
BLNKTRNC=NO, the data set is blank truncated regardless of the truncation characteristic of the sending
member's SYSOUT class.

Setup characteristics

As established during JES2 initialization (and perhaps altered by the operator), each JES2-controlled
printer and punch possesses setup characteristics. Setup characteristics for impact printers (for example,
the 1403 and 3211) and punches are: process mode, forms, print train, and either carriage control tape
or FCB. (For a 1403 printer, JES2 uses the FCB parameter as the carriage control tape name. JES2
requests that the operator mount carriage tapes by this name in a manner similar to mounting forms.) For
non-impact printers (for example, the 3800 and 3820 printers), setup characteristics are: process mode,
forms, flash, burst, UCS, and FCB specifications.

Setup characteristics determine the data set groups eligible for processing on a given device. Each locally
attached printer and punch has either a route code of LOCAL or a specific device-name route code. If the
device has a specific route code name or names, it is eligible to process only those data sets that JCL

or the operator specifically routes to it. The route code name assigned to a remotely attached printer or
punch is either the installation-assigned name of a remote pool of devices or the name of the workstation
the device attaches to.

Demand setup and output data set grouping

This facility allows users to define the grouping of output data sets. For example, a user can group all of a
job's output together, including the JES2 system data sets and assign a single output class to the group.
Such grouping directs JES2 to print all the data sets in the group on continuous paper.When grouping data
sets, the data sets must have the same grouping characteristics; these include output class, destination,
external writer name, security label, and process mode. See z/0S MVS JCL User's Guide for a description
of how a user can control grouping characteristics through use of the JCL OUTPUT statement.

Demand setup is the setup of an output devices based upon user needs. Demand setup groups are
groups of data sets with the same user-defined setup characteristics. The DMNDSET= and USERSET=
parameters on the OUTDEF statement allows users to define demand setup groups. DMNDSET= allows
users to define a single group to data sets with different device setup characteristics. USERSET= allows
users to create JCL-defined output groups.

Spin data set processing

Coding FREE=CLOSE or SPIN=UNALLOC in the JCL of a SYSOUT DD statement or specifying the DALCLOSE
text unit key on a dynamic allocation (SVC99) parameter list for a SYSOUT data set causes JES2 to spin
the data set for output processing when it is closed. JES2 then has the capability of performing output
processing on the data set while the job continues execution. JESLOG data sets can be spun through $T
J/S/T,SPIN.
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In most cases, JES2 frees spool tracks allocated to the data set after printing, canceling, or transmitting
the last copy of the data set.

If application dynamically allocated a SYSOUT data set and indicated that it should not be a spin data set,
JES2 does not free spool tracks allocated to the spin data set until the job is purged.

Spin data sets in the NJE environment

JES2 transmits spin data sets separately from regular data sets. The SYSOUT receiver receives spin data
sets as unique “jobs”; any later spin data sets or regular data sets cause the receiver to create a new job.

The SYSOUT receiver builds peripheral data definition blocks for the spin data sets in separate spin
input/output tables, and the output processor builds separate spin output groups for them. If a regular
(non-spin) data set has a copy count of 2 and the job has a copy count of 3, the data set should print 6
times. If a spin data set has a copy count of 2 and the job has a copy count of 3, the data set prints twice;
job copy count does not apply to spin data sets.

System data set characteristics

JES2 must also route JES2 system data sets generated during the execution of a program to an output
device. To ensure that the messages and data appear together, you must describe all data sets for the job
in a single output group. There are a number of ways to assign an output class to JES2 system data sets:

« The MSGCLASS= parameter of the job statement
« The JESDS= parameter on the JCL OUTPUT statement
« The CLASS= parameter the JCL OUTPUT statement

The default for MSGCLASS= is the class specified on the JOBCLASS statement, or the class assigned to
the device on which the job entered the system.

The JESLOG specification will influence the generation or SPINNING of JOBLOG and SYSTEM messages
data sets.

Note: Remember that all output grouping characteristics, not just class, must match to group system data
sets with the output produced by the job.

Specifying JES2 output size limits

At initialization, you can set a range of values which limits the number of output records or pages JES2
can process (by output group) on each local and remote printer or punch.Set this range of values in the
device's initialization statement. You can alter this output control at processing time by using the LIM=
parameter with the $T command for line-mode data or the PLIM= parameter for page-mode data.

Variable work selection criteria

The work selection criteria keyword (WS=) on the L(nn).ST(n), OFF(n).XX, PRT(nnnn), PUN(nn),
R(nn).PR(n), and R(nn).PU(n) statements defines:

- The precise specification of job and output characteristics that JES2 considers when selecting work for
an output device
« The order of importance (priority) of the selection characteristics

« The characteristics that JES2 must match exactly.
JES2 initializes the setup characteristics of a device based on the specifications supplied on a device
(printer/punch) statement. JES2 groups a job's output data sets into output groups (job output elements)

based on the data sets' output requirements. The user defines these requirements in the job's JCL or by
JES2-supplied defaults.

When JES2 selects work for a device to process, JES2 compares the device's characteristics to the output
requirements associated with the output groups waiting for processing. If JES2 finds an output group that
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matches the device's characteristics, JES2 routes the data sets associated with that output group to that
output device.

If JES2 can not match an output group with a device, selection of the output group does not occur. The
output group remains on the spool until the operator uses a $T command to change an output device
specification to match that output group. Alternatively, the operator can use the $T O command to change
the data set's characteristics to allow the device to select the output group. If an output device selects

an output group for processing, but certain setup characteristics do not match exactly, JES2 issues the
$HASP190 message notifying the operator of the characteristics that require changing.

Specifying work selection criteria

The four criteria (Q,R,PRM, Volume), typically listed before the slash, also prioritize the lists they name.
For example, on the PRT(nnnn) statement

PRMODE= (PAGE, UPLOT8, LINE)

specifies that the printer accepts PAGE-type output before UPLOT8-type output and UPLOT8-type output
before LINE-type output. In fact, you must list PRM before the slash for printing to occur. If you specify
Q, R, or V after the slash, JES2 will still match them exactly, but JES2 does not prioritize selection of their
specification strings.

If the output group is a demand setup output group (see “Demand setup and output data set grouping”
on page 100), JES2 will not match those output groups whose output setup characteristics match

the specific device setup. The match does not occur because demand setup indicates that the setup
characteristics of individual job output elements can vary throughout the output group.

Determining the “best” JOE

By using the JES2 work selection facility, you can add your own installation-defined work selection
parameters. JES2 integrates these work selection parameters and those that JES2 provides [user
specifications always override JES2 (HASP) table specifications] to build the work selection mask. The
higher the mask value, the more likely a particular output group will receive best JOE status. The
remainder of this section discusses the work selection processes and JES2 selection of the best JOE.

The following examples illustrate how JES2 allows the output device to select work. See Table 21 on page
102 which presents a specific example of six output groups (job output elements) each of which relates to
a particular job. In that figure:

« Output groups JOB5.1.1 and JOB53.6.2 are class A output on the class A output queue.
« Output groups JOB99.2.1 and JOB6.4.2 are class B output, on the class B output queue.
« Output groups JOB8.3.2 and JOB22.2.1 are class F output on the class F output queue.

Assume you have previously initialized three printers (using the PRT(nnnn) statements specified in Figure
21 on page 104 through Table 27 on page 105); note the only difference between each statement is the
WS= keyword character string specification. (The values shown next to the output groups listed, in Table
21 on page 102 for each printer are JES2-assigned values generated during the selection process.)

Table 21. Example one of output groups on output queues

CLASS A QUEUE
JOB5.1.1 JOB53.6.2
ROUTECDE=LOCAL ROUTECDE=R3
PRIORITY=15 PRIORITY=10
FORMS=FMS1 FORMS=FMS1
FLASH=NONE FLASH=NONE
FCB=STD6 FCB=STD6
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Table 21. Example one of output groups on output queues (continued)

CLASS A QUEUE
JoB5.1.1 JOB53.6.2
UCS=AN UCS=A11
PRMODE=LINE PRMODE=UPLOTS
PAGECNT=0 PAGECNT=0
RECORDCNT=50 RECORDCNT=60
BURST BURST

JOBNAME=TEST

JOBNAME=TEST

W=ABC

W=ABC

Table 22. Example two of output groups on output queues

CLASS B QUEUE

J0B99.2.1

JOB6.4.2

ROUTECDE=R105

ROUTECDE=R106

PRIORITY=01

PRIORITY=78

FORMS=FMS1 FORMS=FMS2
FLASH=TOPS FLASH=CAPS
FCB=8LP1 FCB=8LP2
UCS=GF15 UCS=GF15
PRMODE=PAGE PRMODE=PAGE
PAGECNT=90 PAGECNT=40
RECORDCNT=0 RECORDCNT=0
NOBURST BURST
JOBNAME=TEST3 JOBNAME=TEST7
W=NONE W=ABC

Table 23. Example three of output groups on output queues

CLASS F QUEUE

JOB8.3.2

J0B22.2.1

ROUTECDE=LOCAL

ROUTECDE=R3

PRIORITY=15

PRIORITY=78

FORMS=FMS2 FORMS=FMS3
FLASH=NONE FLASH=NEWF
FCB=STD6 FCB=STD6
UCS=P11 UCS=GCF

PRMODE=U3800

PRMODE=UPLOTS8
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Table 23. Example three of output groups on output queues (continued)
CLASS F QUEUE
JOB8.3.2 J0B22.2.1
PAGECNT=0 PAGECNT=0
RECORDCNT=5000 RECORDCNT=1000
BURST BURST
JOBNAME=TEST JOBNAME=TEST7
W=ABC W=NONE

PRT(1) BURST,CLASS=BAFGTD,FCB=8LP1,FLASH=TOPS, FORMS=FMS2,

UCS=GF15, PRMODE= (PAGE, LINE,UPLOT8) ,W=ABC,

LIMIT=(4000,8000) ,ROUTECDE=(R3,LOCAL,R106,R105),

PLIM=(40-80) ,WS=(W,R,Q,PRM,LIM/F,T,C,P)

Figure 21. Example work selection criteria specifications and corresponding values assigned to particular

JOEs on the output queue

Table 24. Example work selection criteria specifications and corresponding values assigned to particular

JOEs on the output queue

WS=( w R Q PRM LIM / F T Cc P)
JOB99.2.1 00

JOB6.4.2 FF FD FF FF FF FF FF 00 78
JOB5.1.1 FF FE FE FE FF 00 00 00 15
JOB53.6.2 FF FF FE FE FF 00 00 00 10
JOB8.3.2 00

JOB22.2.1 00

(B

PRT(2) BURST,CLASS=BAFGTD,FCB=8LP1,FLASH=TOPS, FORMS=FMS2,

UCS=GF15, PRMODE= (PAGE, LINE,UPLOT8) ,W=ABC,

LIMIT=(4000,8000),ROUTECDE=(R3,LOCAL,R106,R105),

PLIM=(50-90) ,WS=(Q,R,PRM,LIM/P)

Figure 22. Example work selection criteria specifications and corresponding values assigned to particular

JOEs on the output queue
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Table 25. Example work selection criteria specifications and corresponding values assigned to particular
JOEs on the output queue

ws=( Q R PRM LIM / P)
JOB99.2.1 FF FC FF FF 01
JOB6.4.2 FF FD FF 00 78

Table 26. Example work selection criteria specifications and corresponding values assigned to particular
JOEs on the output queue

PRT(3) BURST,CLASS=BAFGTD,FCB=8LP1,FLASH=TOPS,6 FORMS=FMS2,
UCS=GF15, PRMODE=(PAGE, LINE, UPLOT8) ,W=ABC,
LIMIT=(4000,8000) ,ROUTECDE=(R3,LOCAL,R106,R105),
PLIM=(40-80) ,WS=(P,Q,R/PRM, LIM)

Table 27. Example work selection criteria specifications and corresponding values assigned to particular
JOEs on the output queue

WS=( P Q R / PRM LIM)
JOB6.4.2 78 FF FD FF FF
JOB22.2.1 78 FD FF FF 00

JES2 scans each output class queue and compares the output groups on the queues to the printer's
characteristics (DCT) as initialized on the PRT(nnnn) statement. Output group scanning/scheduling for
PRT1 proceeds as follows: (See Figure 21 on page 104 through Table 27 on page 105 (Use section A to
assist your understanding of the selection process.)

1. Because class B has the highest priority on the CLASS= parameter specification for PRT(1), JES2
examines JOB99.2.1 on the class B queue first. The checking process stops almost immediately
because the writer name (W=NONE) specified for the output group does not match the writer name
assigned to the printer (W=ABC). Writer name (W) appears before the slash, indicating an exact match
must occur; because it does not match, JES2 assigns a value of 00 to this output group.

2. JES2 checks JOB6.4.2 next. All criteria before the slash matches; however JES2 assigns a value of FD
to the destination (R) criterion. This value denotes a match two levels lower than the maximum priority
(FF). Note that the ROUTECDE= keyword has set priority order as follows: R3, LOCAL,R106,R105. JES2
assigns a value of FFFDFFFFFFFFFFO078 to this output group. This output group is now the current
best JOE (that is, most likely to print).

3. Next, JES2 checks output group JOB5.1.1 in the class A queue because class A has priority
after class B but before class F. Here again, all criteria specified before the slash matches;
however, the destination (R), class (Q), and process mode (PRM) all receive a value of FE denoting
a priority one level below the maximum (FF). The entire value obtained by this output group
(FFFEFEFEFFO0000015) is greater than that of JOB6.4.2 (see step 2 above). This output group then
replaces JOB6.4.2 as the current best JOE.

4. JES2 now checks JOB53.6.2 in the class A. Again, all criteria specified before the slash matches;
however, the class (Q) and process mode (PRM) receive a value of FE denoting one level below
maximum because of their respective priority positions. The entire value obtained by this output group
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(FFFFFEFEFFO0000010) is greater than that of JOB5.1.1 (see step 3 above). This output group now
replaces JOB5.1.1 as the current best JOE.

5. The fifth output group JES2 checks is JOB8.3.2 in the class F queue. The scanning process stops
because the process mode (PRM) for the output group (U3800) does not match that of the printer
(PAGE, LINE, or UPLOT8). JES2 assigns a value of 00 to this output group.

6. Lastly, JES2 checks JOB22.2.1 in the class F. Here again, the scanning process stops immediately
because the writer name (W=NONE) for the output group does not match that of the printer (ABC).
Again, JES2 assigns a value of 00.

JES2 selects JOB53.6.2 as the best JOE for hardcopy output. The scanning process begins again when
the output device is ready to select another output group, and JES2 determines the next best JOE.

To further illustrate how the ordering of the selection criteria can affect output selection, see Table 21 on
page 102 and Figure 21 on page 104 through Table 27 on page 105(Section B) and review the following
two examples:

1. The PRT(nnnn) statement for PRT2 lists the WS= keyword as WS=(Q,R,PRM/P). By putting the class
(Q) criteria first in the WS list, JES2 searches for work one queue at a time. Note that JES2 selected
JOB99.2.1 in the class B queue after scanning only two output groups. The next output group selected
is JOB6.4.2. JES2 scans no other queues until it processes all selectable work on this queue.

2. The PRT(nnnn) statement for PRT3 lists the WS= keyword as WS=(P,Q,R/PRM,LIM). By putting the
priority (P) first in the WS list, JES2 selects those jobs with the highest priority. (In the example, JOEs
JOB6.4.2 and JOB22.2.1 both have a priority level of 78. JOE JOB6.4.2 is in the class B queue and JOE
JOB22.2.1is in the class F queue; therefore, because all other criteria before the slash match for both
output groups, JES2 selects JOE JOB6.4.2, with the greatest value, as best JOE.

Tuning work selection criteria

JES2 trace ID 20 tracks the number of output elements each device examines before finding selectable
output. Use trace ID 20 records to determine the optimum settings for the WS= parameter. The $TRACE
output shows the effect of reordering the work selection list in terms of the amount of time spent and
output examined for every queue search.

Table 28 on page 106 illustrates table eight output groups on the output queues where the only relevant
criteria are class, routecde, and priority.

Table 28. Example of output groups on output queues
ROUTECDE A CLASS B o
LOCAL JOE1 JOE3 JOE5
JOE7

R1 JOE2
R2 JOE4

JOE6
R3 JOES8

The following general guidelines should help you tune your work selection parameters for the best
performance. Evaluate these guidelines in regards to your specific environment.

« Remove irrelevant criteria. Criteria after the slash need not match. If a criterion is not important to you,
remove it from the list. In particular, this applies to RJE devices where the only pertinent characteristics
might be ROUTECDE (R) and CLASS (Q).

 Place WRITER (W) first in the list if there is a lot of output for a particular writer. This causes print/punch
devices to reject work for a particular writer before examining any other criteria.
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You can improve performance further by keeping electronic mail files in a separate class from other
print/punch output. This prevents printers or punches from examining large amounts of mail when
selecting work.

Always place CLASS (Q) in the WS list. Leaving any criterion out of the list tells JES2 not to consider
that criterion when examining output. If CLASS is not in the list, JES2 scans every class queue looking
for output which matches all the other characteristics. To limit the number of queues scanned, include
CLASS in the WS list, and limit the number of classes specified.

Using Table 28 on page 106 as a reference for the output queues, Table 29 on page 107 illustrates the
search results when CLASS is specified and when CLASS is not specified. The column "Output groups
scanned" indicates how many output groups are examined before the device selects one to process.
The column "Element selected" indicates which output group of those examined was selected.

Table 29. Search results when specifying CLASS

WS Criteria Order of Output groups | Element
Selection scanned selected
WS=(Q,R) JOE4 2 2
Q=BC JOE6 2 2
R=(R2,Local) 2 1
JOE3 3 2
JOES 2 2
JOE7
WS=(R) JOE4 4 4
JOE6
R=(R2,Local) JOE1 4 4
JOE3 6 1
JOE5 > 2
JOE7 4 3
3 3

In Table 29 on page 107, JOE1 is selected when WS=(R) is specified because all class queues are
examined. JOE1 is not selected when WS=(Q,R) is specified because only queues B and C are examined.

Assume JOE4 and JOE6 have been selected first because their routecode was a best match. They are
longer no longer on the queues.

When WS=(R) JES2 searches the queue for work as follows:

JOE1 has a ROUTECDE=LOCAL which is not a best possible match

Starting with CLASS=A

- JOE2 has a ROUTECDE=R1 which does not match at all

- Continue searching on next queue

Go to CLASS B:

- JOE3 has a ROUTECDE=LOCAL. It is not the best possible so continue looking
- JOES8, the ROUTECDE does not match at all

Go to CLASS C:

- JOES. It is not the best possible and not better than JOE3. Continue searching.
- JOE7. It is not the best possible and not better than JOE3

All JOEs have been examined

JOE3 is selected because it is the best one found.
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« Give CLASS (Q) a higher priority than other criteria, particularly ROUTECDE (R). This improves
performance by reducing the amount of output examined. When CLASS has a higher priority than
ROUTECDE (farther to the left in the list), JES2 prints all eligible work from the first class queue before
moving on to the next class. If CLASS has a lower priority, JES2 might unsuccessfully search every class
queue, and possibly every output element, looking for a perfect match.

The following illustrates the search results when CLASS is before ROUTECDE and when CLASS is after

ROUTECDE.
Table 30. Search results when specifying class before ROUTECDE
WS Criteria Order of Output groups | Element
Selection scanned selected
WS=(Q,R) JOE1 1
0=ABC JOE2 1 1
R=(Local,R1,R2) JOE3 1 1
JOE4 3 1
JOE6 2 1
JOE5S 2 2
JOE7 2 2
WS=(R,Q) JOE1 1 1
Q=ABC JOE3 2 2
R=(Local,R1,R2) JOE5 5 5
JOE7 5 5
JOE2 4 1
JOE4 3 1
JOE6 2 1

« Give careful consideration to PRIORITY (P) in the work selection list. If CLASS (Q) is before the slash
in the list, then placing PRIORITY after CLASS has no effect and adds unnecessary overhead to JES2
because the class queues are already in priority order.

Placing PRIORITY (P) before CLASS (Q), and before the slash, causes JES2 to look for the highest
priority piece of output in the system. This results in long searches while JES2 examines every piece of
output looking for the highest priority work.

The following illustrates the search results when specifying PRIORITY and when PRIORITY is not

specified.
Table 31. Search results when specifying PRIORITY
WS Criteria Order of Output groups | Elements
Selection scanned selected
WS=(Q,R) JOE1 2 1
Q=ABC JOE4 3 3
R=(R2,Local) JOE6 3 3
JOE3 3 2
JOES 4 3
JOE7 3 3
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Table 31. Search results when specifying PRIORITY (continued)
WS Criteria Order of Output groups | Elements
Selection scanned selected
WS=(P,Q,R) JOE1 1
Q=ABC JOE3 7 2
R=(R2,Local) JOE4 6 2
JOE5 5 4
JOE6 4 2
JOE7 3 3

« If you include JOBname in the WS list, it causes JES2 to gather all output for a job and attempt to
process that output consecutively. The JOBNAME= parameter for a particular device determines what
job name JES2 selects when JES2 has processed all output that matches the current job name.

— If JOBname= is specified before the slash in the WS= list:

JES2 selects only those jobs that match the value specified on JOBNAME= for a specific device. When
JOBNAME-= is specified as a generic name, JES2 only processes jobs that match that pattern and
attempts to process all output for that job name consecutively.

— If JOBnames=is specified after the slash in the WS= list:

JES2 uses the value specified on JOBNAME-= to select new job hames for the specific device. If there
are no job names that match the JOBNAME= specification, JES2 selects jobs as if JOBname were
not listed in the WS= list. A device gathers and processes all output for a particular job before again
examining the value specified on JOBNAME= for more jobs.

If you require JES2 to group jobs based on job name but do not want JES2 to prefer a particular
JOBNAME-= pattern, specify JOBNAME=* on the device statement and code JOBname after the slash
in the WS= list.

Note:

1. Use a $T devname,JOBNAME=jobname command to stop processing jobs of the current
JOBNAME-= specification and begin searching for jobs of the new name.

2. Specifying JOBNAME in the WS list causes JES2 to examine all output while gathering output for a
job and finding job name matches. This causes performance degradation.

— If your installation has many active remote devices, minimize the number of queue elements
searched by spreading the output for different remotes over multiple classes.

Many RJE devices that share the same class queue unnecessarily search a large queue of output
destined for other remotes.

Carefully consider all work selection settings. Specifying the WS list incorrectly or inappropriately causes
exhaustive searches of the JES2 output queues and excessive processing.

Output disposition for SYSOUT data sets

JES2 lets you use several initialization statements to specify how JES2 should process a SYSOUT data
set when the SYSOUT data set is eligible for selection. You can base the processing on the successful
execution of a job or task. The user can alter these specifications through JCL.

Specifying output disposition

You can specify default output dispositions for groups of output by coding the OUTDISP=parameter on
any of the following initialization statements.

« JOBCLASS(v) for system output associated with started tasks, time sharing users, and batch jobs in a
specific JOB class. (For example: JES2 system data sets for batch jobs, the JES job log.)
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Note: Only code OUTDISP= on JOBCLASS when you require that system data sets have a specific
output disposition regardless of their message class (MSGCLASS=) specification. If you have no such
requirement, either code OUTDISP=() or leave it off the JOBCLASS statement completely.

« OUTCLASS(v) for all batch SYSOUT (other than JES2 system data sets)
The OUTDisp= parameter has the format:

0UTDisp=[(][normal disposition][,abnormal disposition][)]
Figure 23. The OUTDisp= Parameter

The normal disposition subparameter specifies the disposition for the output if the job completes
normally. JES2 chooses the normal disposition when the job's JCL contains no errors, the job does

not abend, and the COND= parameter on the JCL JOB statement does not cause the job to fail. The
abnormal disposition subparameter specifies the disposition for the output if the job does not complete
successfully.

Note: The disposition for spin output is determined at the time that the output is spun; it does not change
if a job fails later. The OUTDisp= parameter allows you to specify the following dispositions:

HOLD
Hold the output. JES2 does not process the output until you either change the disposition to WRITE or
KEEP, or release the output. When the output is released, the disposition changes to WRITE.

KEEP
Process the output and then keep a copy of it on spool. After processing, the disposition of this output
becomes LEAVE.

LEAVE
JES2 does not process the output until you change the disposition to either WRITE or KEEP, or release
the output. When the output is released, the disposition changes to KEEP.

PURGE
Purge the output immediately.

WRITE
Process the output then purge it.

Table 32 on page 110 shows the defaults for output dispositions based on what you code.

Table 32. JES2 defaults for the OUTDISP parameter

If you code:

JES2 assumes:

No OUTDisp

OUTDisp=(WRITE,WRITE)

Normal end disposition only

For example:
OUTDisp=HOLD

Both values will be the one you specified for
normal end.

As in the example:
OUTDisp=(HOLD,HOLD)

Abnormal end disposition only

For example:
OUTDisp=(,KEEP)

The value of the normal end disposition will be
WRITE, while the abnormal end will be the value
you gave it.

As in the example:
OUTDisp=(WRITE,KEEP)

Both the normal and abnormal end dispositions

For example:
OUTDisp=(PURGE,HOLD)

They will both assume the values you coded.

As in the example:
OUTDisp=(PURGE,HOLD)
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Overriding output disposition

For a particular SYSOUT data set, a user might need to change the default output disposition that was set
by initialization statements. The user can override the defaults through one of the following:

« JCL statements
« TSO/E commands
« Operator commands

Changing output disposition through JCL

The user can override output disposition through JCL either by coding HOLD=YES on a DD statement

that defines the SYSOUT data set or by coding an OUTDISP= parameter on an OUTPUT JCL statement
associated with a SYSOUT data set. Specifying HOLD=YES on the DD statement forces JES2 to treat the
SYSOUT as if OUTDISP=(HOLD,HOLD) appears on an OUTPUT JCL statement associated with the SYSOUT.

Changing output disposition through TSO/E

When a user views held output using the TSO/E OUTPUT command, the user can choose to release

the data set. Releasing the output would change the disposition of the output from HOLD to WRITE or
from LEAVE to KEEP. Only output whose disposition, when the job executed, was HOLD or LEAVE and
whose disposition has not been modified is eligible for TSO/E OUTPUT command processing. See z/0S
TSO/E Command Reference for more information about releasing output when using the TSO/E OUTPUT
command.

Changing output disposition through operator commands

Use the $0 (output) operator command to release output if it is HOLD or LEAVE, or use $T O to change
the disposition of output to another disposition. You can use these commands to change the disposition
of all output based on the time elapsed (n days or n hours) since a job created the output. Changing held
output's disposition based on its age releases spool space occupied by output that is no longer needed.
For more information on the $0 command, see z/0S JES2 Commands.

JES2 overrides output dispositions in the following order:

1. HOLD= on the DD statement

2. OUTDisp=(normal,abnormal) on the OUTPUT JCL statement

3. OUTDisp=(normal,abnormal) on the JOBCLASS initialization statement, for JES2 system data sets
4, OUTDisp=(normal,abnormal) on the OUTCLASS JES?2 initialization statement.

You should use OUTDisp= on the initialization statements to set up default dispositions: typically

WRITE for normal disposition and some form of hold for abnormal disposition. If you need to change
a disposition for a specific job, use OUTDisp= on the OUTPUT JCL statement.

JES2 keeps a record of the time a job creates output. Use the OUTTIME= parameter on the OUTDEF
statement to control whether JES2 changes the creation time of the output to the current time when you
change any characteristics of the output. See z/0S JES2 Initialization and Tuning Reference for the syntax
of the OUTDEF statement.

Purging JES2 system data sets

JES2 purges system data sets if CONDPURG=YES is specified on the JOBCLASS initialization statements
and the job produced no output data sets (or the output disposition of all the system data sets was
PURGE). If both conditions are not met, JES2 system data sets obtain their output disposition from

the OUTDisp= parameters specified explicitly on the JOBCLASS initialization statements. If OUTDisp=

is not specified on the JOBCLASS initialization statements, JES2 uses the disposition specified on the
OUTCLASS(n) initialization statement for that message class.

Note: The CONDPURG= parameter does not apply for jobs that did not complete successfully.
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Offloading and reloading SYSOUT based on output disposition

During a spool offload or reload operation, you can select SYSOUT with specific output dispositions for
JES2 to offload or reload, by specifying OUTDisp on the WS= parameter and the OUTDisp= parameter on
either the OFF(n).ST or OFF(n).SR initialization statement. For example,

OFF (1) .ST e
OUTDisp=(KEEP) ,WS=(,0UTDisp)

Figure 24. Example of OUTDisp as a Work Selection Criteria

causes the offload SYSOUT transmitter for offload device 1 to offload only SYSOUT with an OUTDisp of
KEEP. “Variable work selection criteria” on page 101 and “SPOOL offload facility” on page 157 describe
the WS=parameter and the spool offload facility.

Changing output disposition during reload

Specifying MOD=(OUTDisp=disposition) on the OFF(n).SR statement causes JES2 to change the output
disposition of SYSOUT selected during the reload process.

Transmitting output to another node

When JES2 transmits output to another node, JES2 indicates the output's disposition in the network
header. If the receiving node has a level of JES2 SP Version 4 or Version 5 installed, the receiving node
keeps the disposition set by the transmitting node. Otherwise, the receiving node will recognize the data
as non-held if the disposition set by the transmitting node was WRITE. If the disposition set by the
transmitting node was HOLD, KEEP, or LEAVE, then the receiving node will recognize the data as held.

When a node with JES2 SP Version 4 or Version 5 receives output from a node with a previous level of
JES2 installed, the JES2 SP Version 4 or Version 5 member assigns an OUTDisp of HOLD to the output
if the data was held. If the output was non-held, the JES2 SP Version 4 or Version 5 member assigns an
OUTDisp of WRITE to the output.

Automatic restart management

Automatic restart management is an MVS recovery function that can improve the availability of specific
batch jobs or started tasks. When a job or task fails, or the system on which it runs fails, Automatic
restart management can restart the job or task without operator intervention. To be eligible for restart
under Automatic restart management, a batch job or started task must register with automatic restart
management. See z/0S MVS Setting Up a Sysplex for information on setting up Automatic restart
management and see z/0S MVS Programming: Sysplex Services Guide for more detail on how MVS in

a sysplex controls job's under Automatic restart management.

The following JES2-specific items need consideration when using Automatic restart management:

« When a job or system fails and the job is restarted by Automatic restart management, all non-spin
SYSOUT data sets created during the previous execution are deleted.

If you want to make a SYSOUT data set available for JES2 output service processing when the data set
is closed, you need to use the FREE=CLOSE JCL option for the corresponding dynamic allocation option.
Automatic restart management does not delete such data sets when the job is restarted.

If you need to retain a SYSOUT data set that was still open and not yet closed at the time of failure,

you need to use the SPIN=UNALLOC JCL option (or corresponding dynamic allocation option). Using this
option causes the data set to be unallocated and made available to JES2 at job termination time (that is,
when the job or system initially fails and the job is restarted).

The following table summarizes the use of the FREE=CLOSE and SPIN=UNALLOC JCL options and the
effect they have on SYSOUT data created by Automatic restart management - registered jobs.
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Table 33. Effects of FREE=CLOSE and SPIN=UNALLOC JCL on SYSOUT data

Option Used SYSOUT Data Set JES2 Processing
Status at Time
of Restart by
Automatic restart
management
FREE=CLOSE Closed The data set is unallocated and spun-off when closed by the
job.
FREE=CLOSE Open JES2 deletes the data set.
SPIN=UNALLOC Closed The data set is unallocated and spun-off at job termination.
SPIN=UNALLOC Open The data set is unallocated and spun-off at job termination.
FREE=CLOSE and [ Closed The data set is unallocated and spun-off when closed by the
SPIN=UNALLOC job.
FREE=CLOSE and [Open The data set is unallocated and spun-off at job termination.

SPIN=UNALLOC

Note: SYSOUT data sets created and maintained by JES2 (for example, JESMSGLG, JESYSMSG, JESJCL)
are not deleted when a job is created by Automatic restart management.

 You cannot use JES2 spool offload to offload jobs that are waiting for restart by Automatic restart
management.

Dividing output into smaller units

Applications can decrease the turn-around time of large amounts of printed outputs that jobs create by
specifying the SEGMENT= parameter on the DD JCL statement that defines the output for line mode data.
SEGMENT= forces JES2 to spin off output after producing a specified number of pages. There will be a
segment identifier on the separator page for each segment if segmentation is in effect. See z/0S MVS JCL
Reference for more information on specifying the SEGMENT= parameter.

Segmenting output into many small pieces, however, could cause performance problems as each
segment requires an output group to represent it. Specifying SEGLIM= on the OUTDEF initialization
statement minimizes the impact output segmentation has on your installation. When the number of
segments a job creates for any piece of output exceeds the SEGLIM= value, JES2 stops segmenting the
output and prints the remaining output as one segment. See z/0S JES2 Initialization and Tuning Reference
for additional information about the OUTDEF statement.

If a SYSOUT data set is segmented, each segment is treated as a separate file for printing, punching, or

NJE transmission. Output segmentation can be used to make portions of the SYSOUT data set available
earlier for processing or transmission before the job completes or before the entire data set is available.
For NJE transmission, this can also improve line utilization by reducing the time to retransmit files over

NJE should there be a line failure or other unrecoverable error.

Defining output limits

There are several ways in which an installation can set job output limits and define the actions that JES2
takes when a job exceeds those limits. For example:

* You can specify defaults in the JES2 initialization stream that limit the number of bytes, cards, lines,
or pages that batch jobs or APPC transaction programs can generate before JES2 initiates some
predefined action, such as canceling the job, canceling the job with a dump, or issuing a warning
message to the operator. You can use the following initialization statements to set installation-wide job
output limits:

Statement
Purpose
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ESTBYTE
Estimated spool utilization for output exceeded

ESTLNCT
Default estimated print output and options

ESTPAGE
Default estimated page output exceeded

ESTPUN
Default estimated punch output and options

« You can implement JES2 installation Exit 9 to make decisions when output exceeds output limits.
For APPC transaction programs, JES2 Exit 43 can be used to override SYSOUT limits. See z/0S JES2
Installation Exits for information about these exits.

 Forindividual batch jobs, end users can define output limits by specifying output limits on the JCL JOB
statement or the JECL /*JOBPARM statement.

« The system does not cancel recovery termination manager (RTM) jobs for output limit exceeded for
ESTBYTE, ESTLNCT, ESTPAGE, and ESTPUN with ABEND code 722. JES2 overrides normal excession
processing to allow RTM to honor, without limitation, the collection of diagnostic information defined by
SYSUDUMP, SYSABEND, and SYSMDUMP DD statements. JES2 ignores these output limits whether set
by JES2 initialization statement, the JECL /*JOBPARM statement, or the JCL JOB statement.

If more than one of the methods listed above are being used to set output limits, JES2 uses a predefined
order of overrides to determine which output limits and resulting system actions to honor. The order of
overrides differ depending on whether the job is a batch job or a transaction program.

For batch jobs, JES2 uses the following order of overrides:

- JES2 initialization stream

« JECL /*JOBPARM statement (overrides the initialization stream)

« JCL JOB statement (overrides the /*JOBPARM JECL statement)

For output produced by transaction programs, JES2 uses the following order of overrides:
« JES2 initialization stream (lowest level)

« JES2 Exit 43 (overrides the initialization stream)

« JCL JOB statement (overrides JES2 Exit 43)

See z/0S JES2 Installation Exits for information about Exit 43.

The following example demonstrates the order of overrides when using the JCL JOB and JECL /
*JOBPARM statements:

ESTBYTE NUM=9999
ESTLNCT NUM=2
ESTPAGE NUM=40
ESTPUN NUM=100

Figure 25. Sample Initialization Stream Definitions

//MRECKSA JOB MARTY,...,PAGES=200,BYTES=20000
/*JOBPARM LINES=100,BYTES=10000
//STEP1 EXEC PGM=IEBDG

Figure 26. Sample JCL with Output Limits

In the example shown above, the following output limits would exist:

« The batch job is limited to 20,000,000 bytes (20000x1000 - because the byte definition is in
thousands). The BYTES= keyword on the JOB card overrides the JECL /*JOBPARM and the initialization
statement default (ESTBYTE statement).
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« The batch job is limited to 100,000 lines (100x1000 - because the line definition is in thousands).
The value from the /*JOBPARM statement is used because it overrides the initialization stream default
(ESTLNCT statement) and the LINES keyword is omitted on the JOB card.

« The batch job is limited to 200 pages. The value specified on the PAGES= keyword on the job card
overrides the initialization stream default (ESTPAGE statement).

« The batch job is limited to 100 cards. The limit is taken from the ESTPUN initialization statement
because no override value exists on the JCL JOB or JECL /*JOBPARM statements.

If a batch job or APPC transaction program exceeds the output limits set by JES2, JES2 issues message
$HASP375. However, you can use JES2 Exit 9 to specify what action(s) should be taken if a job exceeds
output limits. See z/0S JES2 Installation Exits for information about Exit 9.

See z/0S MVS JCL Reference for additional information about specifying output limits on JCL JOB or
JECL /*JOBPARM statements. See z/0S JES2 Initialization and Tuning Reference for additional information
about the ESTBYTE, ESTLNCT, ESTPAGE, and ESTPUN initialization statements.

Considerations for started tasks and TSO LOGONSs

Output limits for TSO/E transmits can be set by TSO/E using the TSO/E OUTLIM= parameter. JES2

also sets a limit internally. When SYSOUT is transmitted in the foreground for started tasks and TSO/E
LOGONSs, the member uses the lower of these two limits. JES2 sets the following output limits for started
tasks and TSO LOGONSs:

« 999,999 for cards, pages and 1000s of lines.

« 2,147,483 (in 1000s of bytes) for spool utilization.

An installation can change the limits for started tasks or TSO LOGONSs by using JES2 Exit 50 to change
the limit for each particular started task or TSO LOGONSs The limit for TSO/E transmits which are specified
thorough the OUTLIM parameter, should not be greater than the limit JES2 sets for punches or a X'722'

abend will occur. See z/0S TSO/E Customization for information about limiting the TSO/E TRANSMIT
command.

POST and GET JOE work selection optimization

SYSOUT work selection is the process of selecting SYSOUT output groups (JOEs) from JES2. Increases

in the numbers of JES2 JOEs and JES2 devices that are processing JOEs can result in a performance
decline during SYSOUT work selection. SYSOUT selection is performed by JES2-managed devices, such
as printers and punches and also by SAPI devices, which include SAPI printers and any applications that
use SAPI to select SYSOUT for printing. In this case, JES2 POST and GET JOE work selection optimization
is available to help improve SYSOUT work selection performance. The two algorithms reduce sequential
searching, which in turn reduces the volume of JOE investigation that is required for POST and GET
operations.

There are three types of SYSOUT work selection optimization types available:

« SAPI POST work selection optimization
« POST SYSOUT work selection optimization for JES2-managed local devices (printers and punches)
« GET SYSOUT work selection optimization.

Note: To use SYSOUT optimization, no changes are required to configuration of JES2-managed devices
or to SAPI applications. After enablement, work selection merely uses an alternate code path. All
optimization types are independent of one another and can be enabled in any combination. The work
selection optimization was designed to provide the most benefit for JES2 devices and SAPI applications
that select SYSOUT on Class, Destination (route code), Disposition, or any combination thereof.

SAPI POST work selection optimization
SAPI applications identify interest in the output with certain characteristics and JES2 POST notifies
applications when work with required characteristics becomes available. SAPI POST optimization
uses a cached results algorithm and a binary tree to reduce the CPU overhead that is incurred with
notification.
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POST work selection optimization for local devices
JES2 managed local devices (printers and punches) are configured to select SYSOUT with
certain output characteristics (see WS= parameter on respective JES2 configuration commands or
initialization statements).

JES2 POST notifies devices when work with required characteristics is received.

Similar to SAPI POST optimization, the POST optimization for the local devices uses a cached results
algorithm and a binary tree to reduce the CPU overhead that in incurred with notification.

GET JOE Index work selection optimization
SYSOUT-Index augments function provided by SYSOUT class queues. SYSOUT-Index optimization
classifies work JOEs by Class, Destination (route code), and Disposition. JOEs with any combination of
these attributes are chained off an index JOE that resides within the JES2 checkpoint. An index JOE is
a unique type of JOE in addition to the work JOE, characteristic JOE, and Free JOE. The totalities of all
index JOEs comprise SYSOUT-Index optimization.

Four balanced binary trees are contained within each index JOE. The following combinations of JOE
attributes can be chosen as a search key:

1. Class/Destination (route code)/Dispostion
2. Class

3. Destination (route code)

4. Disposition

These four binary trees can be used to efficiently implement JOE selection for a range of work
selection requests that use these attributes. For SAPI applications and JES2 local devices (printers
and punches), JOE Index optimization can reduce the number of JOEs that are investigated. To benefit
from SYSOUT-Index optimization your SAPI applications must be selecting based on one or more

of the JOE attributes listed above. If your SAPI applications are not selecting based on the four
attributes, then the cost of maintaining the binary tree structure might be greater than its benefit. If
so, you might consider restructuring your select output to take advantage of the JOE Index structure.

Similar considerations apply when configuring work selection attributes for JES2 local devices (see
WS= parameter on respective configuration commands).

Note: If your SAPI application is selecting held output, the JOE Index structure helps to organize

the held output on your system. This can alter the order in which output is presented to the SAPI

application, but also provides significant performance improvement over the alternative selection
process for held output.

Index JOEs contain the JOE Index binary trees. As more SYSOUT is created, the number of index
JOEs needed to store necessary information grows. The number of unique JOE combinations of
Class, Destination, and Disposition dictates the number of index JOEs that is required. Large JES2
environments can use 2,000-3,000 index JOEs. Use the following command to return the number of
index JOEs that are currently used:

$doutdef, joeuse

$HASP836 OUTDEF
$HASP836 OUTDEF CURRENT JOE UTILIZATION

$HASP836 TYPE COUNT
$HASP836 m------- oo
$HASP836 WORK 50000
$HASP836 CHAR 440
$HASP836 INDEX 300
$HASP836 FREE 34000

When JOEs are purged, the index JOEs are not released immediately. As new output is created,
existing JOEs are reused. If index JOEs stay unused for a significant amount of time, JES2 eventually
releases them and make them available to be used for other purposes.

If you think that the number of index JOEs that are in use becomes excessive, and you do not
choose to wait for JES2 to free the index JOEs, you can disable and then re-enable SYSOUT-Index to
reduce their number. There is no disruption of service when SYSOUT-Index is disabled; SYSOUT work
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selection reverts to the algorithm that does not require JOE index. This might impact performance but
has no functional impact.

Enabling and disabling JOE Index optimization

To enable SYSOUT work selection optimization, use the applicable keywords on the $T OUTDEF
command. All types of optimization are disabled by default. SAPI POST optimization and POST
optimization for local devices can also be enabled during initialization. JOE Index optimization can only be
enabled by operator command.

SAPI POST optimization
To enable SAPI POST optimization, enter:

$TOUTDEF, SAPI_OPT=YES

The scope of this type of optimization is the MAS member and is only active until this member is
restarted.

To disable SAPI POST optimization, enter:

$TOUTDEF, SAPI_OPT=NO

Disabling optimization and code returns work selection processing to the method used by the prior
level of JES2.

To display whether SAPI POST optimization is active, enter:

$DOUTDEF, SAPI_OPT

POST optimization for local devices

GET JOE Index optimization
To enable GET JOE Index optimization, enter:

$TOUTDEF,WS_OPT=YES
The scope of this type of optimization is the entire JES2 MAS and persists until it is explicitly disabled.
To disable GET JOE Index optimization, enter:

$TOUTDEF, WS_OPT=NO

Disabling optimization reverts to the algorithm that does not require JOE index. This may impact
performance but has no functional impact.

To display whether GET JOE Index optimization is active, enter:

$DOUTDEF, WS_OPT

JES2-provided client print services

JES2 provides client print services by allowing applications such as the IBM z/0S Print Server to allocate
space on JES2 spool for print jobs submitted from workstations in the TCP/IP network.

Print jobs that use print services can take advantage of traditional JES2 print services. These include
work selection and work balancing across logical printer groups, use of JES2 default SYSOUT attributes,
SYSOUT processing progress and monitoring, and SYSOUT canceling, holding, and releasing.

JES2 provides these client print services in a manner compatible with its standard operational
characteristics. For example, client print services can:

« Query their jobs to determine status, as does the JES2 operator
« Set jobs priorities consistent with JES2 priority values, and validate that a job can print on JES2 queues
« Use the SYSOUT application programming interface (SAPI).
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Printers and punches

An operator responds to a request for a setup change following a $HASP190 message by doing one of the
following:

« Performing the setup requested, then issuing the $S command to the device.

« Allowing the use of the setup only for the data set group that requests it, by issuing the $P command,
followed by the $S command. The $P command causes the device to stop after printing the current data
set group.

« Forcing an alternate setup on this data set group by issuing the $T command, followed by the $S
command. The operator must set up the device, however, and must repeat the $T and $S commands for
each data set in the group. JES2 considers header and trailer pages data sets for this sequence.

« Causing the selection of an alternate data set group by holding ($H command) the job, and then issuing
the $I or $E command, which requeues the data set group in a held state. The operator must later
release the held group.

- Deleting the data set group by issuing the $C command to the device. The device then selects another
data set group for the setup or requests another setup.

Print chain alias for 1403 and 3211 printers

The system assigns an alias for each installation's standard print chain not defined on a given 1403 or
3211 printer. This alias provides JES2 with flexibility in scheduling printers for SYSOUT data sets. For
example, a request for the 1403 TN train would be assigned the T11 train, if the data set prints on a 3211.
Table 34 on page 118 lists the assigned aliases, which follow the naming conventions currently used in
SYS1.IMAGELIB.

Table 34. Assigned alias names for the 1403 and 3211 printer chains

Image Alias

UCS1AN UCS1A11

UCS1HN UCS1H11

UCS1PN UCS1P11

UCS1TN UCS1T11

UCS2A11 UCS2AN

UCS2H11 UCS2HN

UCS2P11 UCS2PN, UCS2RN, UCS20QN
UCS2T11 UCS2TN

The image and aliases are included in SYS1.IMAGELIB at system installation.

Some trains, such as SN and G11, do not have aliases because they have no equivalent train on another
printer. An installation can assign an alias if it so chooses. (See MVS/DFP Linkage Editor and Loader for
details about the ALIAS statement.) JES2 uses any aliases supplied. If no alias is available, you should
use an installation-defined SYSOUT class or a printer routing code (specified by the DEST parameter) to
assign the data set to the correct printer. JES2 notifies the operator when you direct it to print a data set
on a printer for which the proper image does not exist, if you have not used a SYSOUT class or printer
routing code. The operator can then print the data set with a valid train or redirect the data set to the
proper printer by using the JES2 $E command.

3211 indexing

JES2 supports 3211 indexing through the specification of the INDEX parameter on the /*OUTPUT control
statement, JCL OUTPUT statement, or in the extended FCB image. With the extended FCB image, JES2
supplies two special FCBs: FCB26 for 6 lines per inch and FCB28 for 8 lines per inch (specified as FCB=6
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and FCB=8, respectively). These FCBs contain a channel 1 indication in position 1, a special index flag in
the third byte, and the number of lines per inch in the fourth byte of the image. The special index flag in
the third byte of FCB26 and FCB28 contains X'80' plus a binary index value, in the range of 1 to 32 (if
not specified, 1 is the default). The index value sets the left margin (1 indicates flush-left position; other
values cause indentation of the print line by n-1 positions).

For JES2 to use any other FCB images, they must specify channel 1 in position 1; otherwise, JES2
incorrectly positions the forms in the printer. (STD1 and STD2 do not specify channel 1 in position 1,
therefore, you should not specify these for JES2 unless you alter them.) If the third byte of any other FCB
image contains a data character (specifying the number of lines per inch) other than X'80', JES2 uses that
specification and supplies an index value of 1.

Defining the advanced function printer (using the PRT(nnnn) statement)

JES2 supports Advanced Function Printing (AFP) printers (such as the3800 model 3 executing in full
function mode) as local printers only. A 3800 model 3 running in compatibility mode is functionally
equivalent to a 3800 model 1.

Specify a printer to operate under the control of a single functional subsystem by using the FSS= keyword
on the JES2 PRT(nnnn) initialization statement. You must define each functional subsystem (and the
printer(s) under its control) individually so you can access the functional subsystem applications (FSA)
separately and use separate PROCLIB procedures for each functional subsystem (FSS). (See “Defining a
functional subsystem for advanced function Printing (using the FSS(accccccc) statement)” on page 120.)

You can start a 3800-3 printer running under the control of either JES2 or a functional subsystem.
Other AFP printers must be run under the control of an FSS. To do this, set the MODE= keyword on the
PRT(nnnn) initialization statement to either JES or FSS as appropriate.

The following affects how JES2 sets the MODE= parameter. Note that all parameters referred to belong to
the PRT(nnnn) initialization statement.

« If you specify MODE=JES, MODE is set to JES unless you also specify an FSS procedure name
(FSS=fssname) and the unit address (UNIT=) of an AFP1 unit control block (UCB). Then MODE=FSS.

- If you specify MODE=FSS, MODE is set to FSS unless you fail to specify an FSS.
« If you do not specify the MODE= parameter:

MODE-= defaults to JES if you do not define an FSS procedure name.

MODE-= defaults to JES if you define an FSS procedure name and a unit address that does not point to
an AFP1 UCB.

MODE-= defaults to FSS if you define an FSS without specifying the a unit address.
MODE-= defaults to FSS if you define an FSS and the unit address of an AFP1 UCB device.

Note: If you do not specify the UNIT= parameter for a MODE=JES printer, you must use the $T PRT(nnnn)
command to specify a unit address (UNIT=) before you can start the printer through a $S PRT(nnnn)
command.

Specify a procedure in one of the started task procedure libraries on SYS1.PROCLIB through the PROC=
keyword on the FSS(accccccc) initialization statement. This procedure must contain the JCL needed

to start the functional subsystem. JES2 starts the indicated functional subsystem with a name of
procname.fssname (where the fssname is the subscript on the FSS(accccccc) statement).

As system requirements change, you can use the $T PRTnnnn command to alter the initial setting of the
printer. Some cases require you to drain the functional subsystem before issuing the $T command; other
cases do not. This requirement is printer-specific.
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Defining a functional subsystem for advanced function Printing (using the
FSS(accccccc) statement)

Associate an FSS with an AFP printer such that the device receives the necessary FSA support. Use the
FSS(accccccc) initialization statement to define an FSS to JES2 and associate the JES2 device to the
required FSS and corresponding FSA.

« Use the subscript (accccecec) on the statement FSS(accccccec) to define a functional subsystem token.
Then specify this token on the PRT(nnnn) statement through the FSS= parameter to associate the
device with the appropriate FSS.

« Specify the name of the JES2 functional subsystem support load module name if it is different from
HASPFSSM (the default) through the HASPFSSM= parameter. Ensure that the functional subsystem that
you define can access the proper JES2 functional subsystem support load module that you require. This
process might require a STEPLIB in the functional subsystem procedure to override the default load
module name, HASPFSSM, on the FSS(accccccc) initialization statement. The HASPFSSM load module
resides in SYS1.SHASLNKE.

Using advanced function printing printers

You can operate Advanced Function Printing printers only under the control of a functional subsystem
and managed by a print services facility (PSF). Except for a 3800-3, you cannot operate an AFP printer in
compatibility mode; JES2 will not permit you to change the operation of an AFP printer to compatibility
mode.

You can define a 3800-3 printer as running in either full-function mode and thereby capable of accepting
“page” or “line” as the addressable unit of output or in compatibility mode with “line” as the addressable
unit of output.

Compatibility-mode support

Although a page-mode printer is capable of printing either output type, a line-mode printer cannot
process page-mode data.

A 3800-3 (which is an AFP printer) when running in compatibility mode is functionally equivalent to
3800-1 printers (which are line-mode printers). You need define no special address spaces or have any
other special considerations when running a 3800-3 in compatibility mode. JES2 supports a 3800-3
running in compatibility mode as if it were a 3800-1. Figure 12 on page 63 provides an example of the
JES2 initialization statements required to support a 3800-3 in either full-function or compatibility-mode.

Full-function mode support

Full-function mode is using those functions of the printer that produce page-mode output. The concept
of page-mode permits printed pages to contain both text data and graphical presentations. Page-mode
printers allow for the specification of complex data attributes not available from printers without all-
points-addressable capabilities.The user can define and request such attributes as:

« Segments - predefined portions of a page
- Overlays - predefined page templates
- Images - pictures and graphics

« Type fonts - collections of unique or stylized print characters.
The graphical material can include a wide range of print font types and sizes [1/18 inch (4 pts.) to 1/2 inch
(36 pts.)] for use in text headings, logos, and imbedded artwork; shading of textural and user-produced

graphics; and graph plotting. You can make the above print features available for page-mode printing by
defining AFP printers as a page-mode printers.

The advanced function printing data stream (AFPDS) used in IBM page-mode printing does not allow the
use of blank truncation within the data stream. Be certain that the output class that you define for the
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use of advance function printing (AFP) does not specify blank truncation. Specify BLNKTRNC=NO on the
OUTCLASS statement; the JES2 default is BLNKTRNC=YES.

JES2 does not communicate directly with an AFP printer but rather through the functional subsystem
interface (FSI) to an FSS. The FSI defined for an FSS specifies the manner in which the FSS/FSA and JES2
communicate. IBM designed a specific FSS/FSA, the Print Services Facility, to support the AFP printer. See
“Functional subsystem support” on page 62 for a more detailed description and Figure 12 on page 63 for
a pictorial description of these relationships.

Route data sets that include both page-mode and line-mode data to page-mode printers exclusively, and
define the data sets as page-mode on the JCL OUTPUT statement. JES2 provides job output routing,
through the printer work selection criteria (WS= parameter the PRT(nnnn) statement). To define an AFP
printer as page-mode, also specify PRMODE=(PAGE,...) on the PRT(nnnn) statement.

Functional subsystem support of a page-mode printer applies to all page-mode printers in a multi-access
spool JES2 complex. Therefore, both you and the operator need to be aware of what printers in your
complex can process of which type of work at any one time. Table 35 on page 121 summarizes this output
processing support by printer type.

Table 35. Summary of data type and printer mode compatibility

DATA PROCESS MODE (PRMODE) PRINTER PROCESS
MODE (PRMODE)

PAGE-MODE LINE-MODE*

LINE YES** YES
PAGE YES NO***
*
A page-mode printer operating in 3800 compatibility mode is equivalent to a line-mode printer.
*%

This assumes the printer is defined to accept line mode data, that is,
PRT(nnnn) PRMODE=(LINE,PAGE...)....

*k*%

If the operator forces a line-mode printer to print a page-mode data set, the data set will print with
undesirable results.

Creating output for a 3540 diskette writer

A SYSOUT data set to be written to a 3540 diskette must be written by a diskette writer, which is an
external writer. You can write to a 3540 diskette through the following parameters on a JCL DD (data
definition) statement:

« Specifying DSID= to indicate the data set identifier.
« Specifying SYSOUT= to indicate an output class or the diskette writer process.

See z/0S MVS JCL Reference for more information on both the DSID= and the SYSOUT= parameter of the
DD statement.

The JES2 print separator

The JES2 print/punch processor writes separation records (pages or cards) before writing the output of
each job. These separation records make it easy to identify and separate various job outputs written
contiguously on the same printer or card punch device. The separator appears at the beginning and the
end of a job's output or at the beginning of interrupted (continued) output.
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The print separator consists of a detail box and, optionally, the jobname and jobid in block letters.Use

the SEPPAGE= parameter of the PRINTDEF initialization statement to specify whether JES2 produces the
print separator page and to specify the format of the print separator page for all local and remote printers.
z/0S JES2 Initialization and Tuning Reference contains the syntax of the SEPPAGE= parameter. Figure 27
on page 122 shows an example of a complete START print separator page.

JJJJJJJIIII 000000000 BBBBBBBBB 000000000 1
JJJ3J33333iJ 00000000000 BBBBBBBBB 00000000000 11
JJ 00 00 BB BB 00 000 111
JJ 00 00 BB BB 00 0000 1111
JJ 00 00 BB BB 00 00 00 11111
JJ 00 00 BBBBBBBB 00 00 00 11
JJ 00 00 BBBBBBBB 00 00 00 11
JJ 00 00 BB BB 00 00 00 11
JJ 33 00 00 BB BB 0000 00 11
JJ JJ 00 00 BB BB 000 00 11
JJ33333 00000000000 BBBBBBBBB 00000000000 11
JJ3333 000000000 BBBBBBBBB 0000000060 11
JJ333333333 000000000 BBBBBBBBB 0000000060 1 1 1
JJJJJ33333J 00000000000 BBBBBBBBB 000000600000 11 11 11
JJ 00 00 BB BB 00 000 111 111 111
JJ 00 00 BB BB 00 0000 1111 1111 1111
JJ 00 00 BB BB 00 00 00 11111 11111 11111
JJ 00 00 BBBBBBBB 00 00 00 11 11 11
JJ 00 00 BBBBBBBB 00 00 00 11 11 11
JJ 00 00 BB BB 00 00 00 11 11 11
JJ 33 00 00 BB BB 0000 00 11 11 11
JJ 33 00 00 BB BB 000 00 11 11 11
JJ3333 00000000000 BBBBBBBBB 0000000060000 11 11 11
JJ33333 000000000 BBBBBBBBB 000000000 11 11 11
*k*xSTART ***x*xSTART * k% x START * k%% START * k% START * k% START***x*x*START START**%
* *
* JOBID: JOBO111 *
* JOB NAME: JOBO1 *
* USER ID: Z00T *
* SYSOUT CLASS: A *
* OUTPUT GROUP: GRPO1.CLASSA.D3289 *
* TITLE: Corporate Checking Account History *
* *
* DESTINATION: NEW YORK *
* NAME: DB Pizzuto *
* ROOM: 2G-54 *
* BUILDING: Textile Building *
* DEPARTMENT: Accounting *
* ADDRESS: 999 W. 99th Street *
* New York, New York *
* 10000 *
* 212-555-3487 *
* *
* PRINT TIME: 13:47:13 *
* PRINT DATE: 1 APR 2003 *
* PRINTER NAME: PRT2 *
* SYSTEM: IBM1 *
* *
* %k *xSTART %, % ** START %% %% START * k% START * %k % START * k%% START****x*START START k%%

Figure 27. Sample JES2 print separator page

After defining the global separator page options through the PRINTDEF statement, you can suppress
production of the separator page by specifying SEP=NO on the PRT(nnnn) or R(nnnnn).PR(m) statements,
or through the use of an Exit 1 routine.

The user can supply the information JES2 uses to build the separator page in either the OUTPUT JCL
statement or the JOB JCL statement. See z/0OS MVS JCL Reference for the parameters of the OUTPUT
and JOB statements. The following fields can also be modified through SDSF while output resides on the
output or hold queue:

- ADDRESS
» BUILDING
« DEPARTMENT
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« NAME
+ ROOM
« TITLE

Modifying the JES2 print separator

The IBM-defined installation exit, Exit 1, allows you to provide an exit routine to control production of

the standard separator page or to create your own separator page to replace or print with the standard
separator page. Additionally, the IBM-defined installation exit, Exit 23, allows you to provide exit routines
to control production of a job separator page for page-mode printers. This exit allows only separator page
suppression or modification of the FSI job separator page area (JSPA) control block used to build the
separator page. Print Services Facility creates the separator page.

JES2 writes the separator pages before and after processing the output that one output group
represents.You can create separator pages for each data set, or a copy of each data set, by enabling

Exit 15 (Output Data Set/Copy Separators). If you do not enable Exit 15, JES2 prints separator pages only
for the start and end of an output group. See z/0S JES2 Installation Exits for information on installation
exit routine coding and implementation.

Creating a JESNEWS data set

The JESNEWS data set is EBCDIC text (news) to be printed by the JES2 print processor immediately
following the JES2 information at the beginning of the output separator page. Use the JESNEWS data set
to distribute information of general interest to users of a computing installation. For example, you can
inform your customers of updated libraries or scheduled outages. This news can appear on the separator
page itself if the number of news lines plus the number of lines on the print separator fits on a single page.

The JESNEWS data set is represented in the system by a started task (STC) with the job name $JESNEWS.
The news is shared among all processors in a multi-access spool configuration; when one processor
updates the news, all processors automatically pick up the updated news.

The JESNEWS data set is created by a user-defined job through the use of a SYSOUT DD statement. The
user-defined job's SYSOUT DD statement must specify an external writer name of JESNEWS. When RACF
is active, the userid on the job creating the JESNEWS data set must have sufficient RACF authority to
update the JESNEWS data set. If RACF is not active, JES2 issues message $HASP360 to ask the operator
if the user-defined job has authority to create or change the JESNEWS data set. See Chapter 7, “Providing
security for JES2,” on page 313 for additional information on protecting JESNEWS.

Any direct access file with a record length (LRECL) and block size (BLKSIZE) that is acceptable to
IEBGENER as SYSUT1 input can be used to create the JESNEWS data set.

Note:

1. You must use ANSI-control characters for JESNEWS to print properly on a PSF-controlled printer.

2. If RACF and the SECLABEL class are active, RACF assigns the SECLABEL of the last job that updated
JESNEWS to the JESNEWS profile. This could cause jobs with lower SECLABELs than the updating job
to miss important information and RACF will record security violations for jobs accessing JESNEWS
that did not previously occur.

For example, to create a JESNEWS data set, code:
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//UPSNEWS JoB 50¢c
//JESNEWS EXEC PGM=IEBGENER

//SYSIN DD DUMMY
//SYSPRINT DD DUMMY
//SYSUT2 DD SYSOUT=(A, JESNEWS) ,DCB=(LRECL=80,
// RECFM=FBA, BLKSIZE=80)
//SYSUT1 DD *
NEWS
NEWS
NEWS

JES2 is up and works fine.
The computer center will be closed on Sunday, the 23zxd.

/*

When defining the JESNEWS data set on the SYSOUT DD statement, all other DD parameters (except
SYSOUT CLASS, DCB, HOLD, and FREE)are ignored. The class name subparameter of the SYSOUT
parameter is used only to determine dummy and hold status.Any /*OUTPUT and JCL statements
associated with the created JESNEWS data set are ignored. If JESNEWS is defined as a non-held data
set, the news will be updated at unallocation time. If you define JESNEWS as a held data set, JES2 will
update the news when the data set is released, either by the operator (through eithera $0 J or a $T OJ
command) or by a time-sharing request. JES2 writes a message ($HASP316) to the console whenever a
JESNEWS data set is replaced or deleted.

Both forms of carriage control, ANSI or machine code, are accepted (see the RECFM subparameter of DCB
in z/0S MVS JCL Reference). If the JESNEWS data set exists, the page eject (skip-to-channel 1) operation
following the printing of header pages is suppressed so that the installation news can be printed on the
separator page. If you want the news to start on its own page, then the appropriate carriage control
character should be used.

The JESNEWS is deleted by creating a null data set. This is accomplished by opening and then closing a
JESNEWS data set that has no data, or by not opening the JESNEWS data set after it has been allocated.
The JESNEWS data set is also deleted by a cold start. There are no restrictions as to when the JESNEWS
data set can be changed.

To delete a JESNEWS data set by opening a null data set code:

/ /DEL$NEWS JOB

// EXEC PGM=IEBGENER
//SYSPRINT DD DUMMY

//SYSIN DD DUMMY

//SYSUT1 DD DUMMY

//SYSUT2 DD SYSOUT=(A, JESNEWS)

To delete a JESNEWS data set by not opening the data set code:

//DEL$NEWS  JOB 500

//DELNEWS EXEC  PGM=IEFBR14
//JESNEWS DD SYSOUT=(A, JESNEWS)
/*

Additionally, if you need to suppress the printing of the JESNEWS data set, use Exit 1 or Exit 23. See z/0S
JES2 Installation Exits for information about these exits.

JES2 system data sets

The job log is a collection of data sets that include the user's console messages and replies to WTORs
issued during job processing. The job log can appear in the job output on the page following the

job's separator page. The job log is grouped into a single output group and only printed once, unless
JESLOG=SPIN is specified. Installations can choose to print or suppress the job log by using the JES2
JOBCLASS initialization statement or by using JCL.

The system ID and system NODE found in the title line of the JES2 job log are the JES2 member name and
NODE name of whichever phase of JES2 processing first puts messages into the job log.
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To provide an indication when a particular message was logged for jobs that run multiple days, JES2
provides day/date messages in the JES2 JOBLOG. The time stamp on the first message matches the time
that the first data record (PUT) was processed. The time stamp on all subsequent day/date messages

is always midnight (00.00.00). See Figure 28 on page 125 to illustrate the following example: If a job is
submitted on day 1 (27 MAR 1995), issues no messages for the next three days (28, 29, and 30 March),
and ends on day 5 (31 MAR 1995), the JOBLOG contains two dates only; the first at the top of the JOBLOG
when the job began and the second before the end on day 5 at midnight. There is no entry for a day in
which no messages were logged, and therefore, never two consecutive lines with the day/date message.

JES2J0B LOG-SYSTEM AQTS-NODEPOK

- MONDAY, 27 MARCH 2003 -

IRRO10I USERID PAULAC IS ASSIGNED TO THIS JOB.

ICH70001I PAULAC LAST ACCESS AT 09:13:23 ON WEDNESDAY, MARCH 29, 2003
$HASP373 PAULACD STARTED - INIT 12 - CLASS U - SYS AQTS

IEF403I PAULACD - STARTED - TIME=09.17.56

= REGION - STEP TIMINGS - -PAGING COUNTS-
- STEPNAME PROCSTEP PGMNAME CC USED CPU TIME ELAPSED TIME EXCP SERV PAGE SWAP VIO SWAPS
- TSO IKJEFTO1 00 452K 00:00:01.46 00:00:06.48 538 37817 0O 0 0 0

- FRIDAY, 31 MARCH 2003 -
$HASP395 PAULACD ENDED
IEF404I PAULACD - ENDED - TIME=15.20.02

- NAME-PAULAK TOTALS: CPU TIME=00:00:51.46 ELAPSED TIME=04:06:06.51 SERVICE UNITS=37817
- JES2 JOB STATISTICS -
27 MAR 2003 JOB EXECUTION DATE
72 CARDS READ
7,287 SYSOUT PRINT RECORDS

Figure 28. Sample JES2 job log

JES2 produces JES2 system data sets for each job according to parameters defined on the JESDS JCL
statement or the /*JOBPARM JES2 control statement. These data sets are collectively called the job log.
These data sets are written by JES2 and accompany user's output; they can also be accessed by the
process SYSOUT (PSO) interface through the external writer or using the TSO/E OUTPUT command.

Table 36 on page 125 shows the names and purposes of these JES2 system data sets.

Table 36. JES2 system data sets

Data Set Name Purpose of data set

JESJCLIN Indicates the actual JCL submitted.

JESMSGLG Indicates any system messages for this job.

JESJCL Indicates all job control statements in the input stream, that is, all JCL

statements and JES2 control statements, plus all procedure statements from
any in-stream or cataloged procedure a job step calls, plus all messages
about job control statements.

JESYSMSG Indicates the job's hardcopy log, which contains the JES2 and operator
messages about the job's processing: allocation of devices and volumes,
execution and termination of job steps and the job, and disposition of data
sets.

JES2 does not produce JES2 system data sets for jobs that do not complete execution (that is, jobs that
specify TYPRUN on JOB JCL statements, JCL errors, or failure because of an MVS system failure). See
z/0S MVS JCL Reference for information about using the job log.

For more information on displaying or suppressing a job log, see z/0S JES2 Initialization and Tuning
Reference.
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The JES2 job statistics

The JES2 job statistics uses data accumulated while processing JCL statements and SYSIN data to
determine the number of input records read, and, while creating SYSOUT, to determine the number of
print and punch records. The number of records reflect the actual records written to the spool and might
not necessarily indicate the number of cards, lines, or pages of output; this is also true for the number of
SYSOUT spool bytes. For example, specifying multiple copies or using a punch with print commands can
result in differences between the number of records in the JES2 job statistics and the number of lines or
pages actually printed or cards actually punched.

The following is an example of the JES2 job statistics as they appear in the JES2 JOBLOG:

14 OCT 2003 JOB EXECUTION DATE
8,075 CARDS READ
428 SYSOUT PRINT RECORDS
O SYSOUT PUNCH RECORDS
82 SYSOUT PAGE RECORDS
36 SYSOUT SPOOL KBYTES
0.52 MINUTES EXECUTION TIME

The JES2 punch separator card

JES2 can optionally precede each job's punch output with an identification card.To make the card easy to

identify, it has an 11-punch and a 12-punch in all 80 columns. To make the room number and job nhumber

easy to read, each digit extends over 6 columns. JES2 converts alphabetic characters into numerical digits
as shown in Table 37 on page 126.

Table 37. Alphabetic character conversion to digits for JES2 punch separator cards

Alphabetic Characters Numeric Digits
Aorl 1
B, K,orS 2
CLorT 3
D, M, oru 4
E,N, orV 5
F, O, orW 6
G, P, orX 7
H,Q,orY 8
ILR,orz 9
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JES2 routes the punch separator card to the stacker designated as the default on each punch device as
follows:

« The default for the 2540 punch device is stacker 2. JES2 punches a blank card immediately following
the separator card for this device; then JES2 routes this card to stacker 1. JES2 also punches a blank
card at the end of each data set and routes them to stacker 1. The blank cards in stacker 1 separate
error cards from unselected stacker 2 data sets.

 The default for the 3525 punch device is stacker 1. JES2 punches a blank card at the end of each data
set and routes the card to stacker 1. These blank cards separate data sets in stacker 1 from unselected
cards.

On either device, JES2 routes any card that has an incorrect carriage control (command control) or
incorrect print line to stacker 1.

Output routing
If allowed by the security product, you can route output to:

- A specific local or remote device

A remote job entry (RJE) workstation

« A pool of remote job entry (RJE) workstations
A JES2 node or nodes

A non-JES2 node or nodes

Remote terminals attached to a JES2 or non-JES2 node

A specific destid at this or another node
« A specific userid at this or another node

Routing data sets

You can route a specific data set by using the DEST parameter of the DD statement, a specific data set
or group of data sets by using the OUTPUT JES2 control statement or the OUTPUT JCL statement, or the
entire print/punch output for the job by using the /*ROUTE statement.

JES2 uses the destination specified for a data set on the OUTPUT JES2 control statement, the OUTPUT
JCL statement, or the DD JCL statements. However, output data sets routed to a remote workstation using
the OUTPUT or DD JCL statements, or the DEST= DD parameter cannot be altered by a remote operator;
the job-level default controls access to those data sets. To discover the job-level default, enter the $D
J1-999 operator command. For data sets with no destination specified, JES2 uses the destination on

the /*ROUTE statement or the default destination specified on the input devices from which the job was
submitted.

The DEST=parameter on the DESTID(jxxxxxxx) initialization statement provides route codes for
destinations on this node and other nodes.A complete destination specifies both a second-level
destination and first-level destination for SYSOUT. Second-leveldestinations specify the final destination
(LOCAL, Rmmmm, Unnnn, userid) at a node (the first-level destination) specified previously on either

a /*ROUTE PRT or a /*ROUTE PUN JES2 control statement, or defaulted as specified below. For more
information on how to specify and use destination identifiers (destids), see “Using destination identifiers
to route output” on page 128.

Pooling remote devices

By assigning the same destid to a group of remote workstations or a group of devices, you can create

a remote pool or device pool. Remote device pooling can identify a particular printer for more than

one remote workstations. For more information on pooling remote devices, see Chapter 6: "Remote Job
Entry".
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Specifying default output routing on input devices

You can specify the default print and punch destination on the readers through which the system receives
the job, using the following statements:

« RDR(nn) PRTDEST=,PUNDEST= for local readers.
« R(nnnnn).RD(m) PRTDEST=,PUNDEST= for remote readers.
« For INTRDR(nn) specifying a destination by way of JCL (DEST=).

(If you do not specify the default print and punch destination, the default output routing becomes the
destination associated with the input device.)

In the case of an internal reader, the DEST= parameter for the internal reader allocation determines the
default print and punch destination. If the DEST= parameter does not specify a destination for the internal
reader, the destination for the output is the location that originally submitted the job. For example, you
can submit a job on NODEA and route it for execution on NODEB. The output, however, returns to NODEA
unless you specified the DEST= parameter as NODEB or some other location.

You can use JCL with either the /*ROUTE statement or the DEST= subparameter in the DD SYSOUT
statement to specify a particular device.

Allowing output devices to select route codes

You can define output devices, such as printers and punches, so that they can selectroute codes
for themselves and for remote workstations during JES2 initialization. Use the following initialization
statements:

e OFF(n).ST for SYSOUT transmitters.

« PRT(nnnn) for local printers.

« PUN(nnnn) for local punches.

« R(nnnnn).PR(m) for remote printers.
« R(nnnnn).PU(m) for remote punches.

If you specify R on an output device's work selection parameter, the device can select only output with
a route code that matches a route code specified on the output device's Routcde= parameter. To specify
work selection values for an installation's readers, printers, and punches, see “Variable work selection
criteria” on page 101. Most devices specify R in their WS= list. If they do not, JES2 assumes that the
device can select output with any route code. JES2 does not allow printers and punches to select output
destined to a different node.

Using destination identifiers to route output

JES2 allows users to specify where output should go by using destination identifiers. These destination
identifiers (destids), together with JES2 route codes, allow installations a method of sending output to
different nodes, remote workstations, and special local devices.

JES2 destinations are composed of two parts:

« Afirst-level destination indicating a particular node.

- A second-level destination indicating a remote workstation, special local route code, or userid at that
node.

Each node in a JES2 network automatically receives a destination identifier through the NAME=
parameter on the NODE initialization statement and the $T NODE command. If you do not specify a
destination identifier for the NAME= parameter, JES2 provides a default value. For example, the NODE(1)
NAME= parameter defaults to‘N1’where‘N’is a special prefix indicating this is a node.

Installations can specify a symbolic name as a destid through the DESTID initialization statement
subscript (jxxxxxxx). The DESTID subscript (jxxxxxxx) specifies the 1- to 8-character name that
installations can use to refer to these JES2 destinations.
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The DEST= parameter on the DESTID(jxxxxxxx) initialization statement specifies a route code that JES2
uses to send both jobs and SYSOUT from one destination to another. These route codes can be defined

as numbers preceded by a prefix that has special meaning. For example, the prefix ‘N’ can indicate that
the destination identifier represents a particular node. Other prefixes represent a remote workstation (‘R’,
‘RM’, or ‘RMT’) or a special local route code (‘U’) defined across a number of installations.

Specifying SYSOUT destination through JES2 route codes

When SYSOUT data sets are created, they are assigned routing information. That routing information can
cause the data set to be sent to another node or be processed locally. Local printers are also assigned
routings that are used to select data sets to print. Routings that are valid for printer selection are:

« LOCAL or ANYLOCAL

« Remote routing (Rmmmm)

« Special local routing (Unnnn)

 User routing (8-character name with no special meaning).

Using remote routings or special local routings provides better performance because there tends to
be less output queued to those routings. But these routings are difficult for end users to remember
and cause problems if they need to change. By using the DESTID(jxxxxxxx) initialization statement,
an installation can associate a meaningful name with a remote or special local routing that is easy to
remember and insulates the end user from changes made to the system configuration.

Figure 29 on page 129 illustrates how an installation can use the DESTID(jxxxxxxx) initialization
statement to associate a meaningful name with a special local routing that insulates end users from
changes made to the network configuration. Nodes 1 and 2 use a 3820 printer (PRT1) located at Node 1
to print all SYSOUT. The destid ‘TOM’ can be specified (DEST=TOM) on either a JCL statement or a JES2
control statement at other nodes to ensure that JES2 routes SYSOUT to the 3820 at NODE 1.

At Nodel: DESTID(TOM) DEST=N1.U5
PRT(1) START=YES,SEP=NO,UNIT=0008,R=U5

At Node2: DESTID(TOM) DEST=N1.U5

Figure 29. Using Destids to Route Output to a Printer at Another Node

If end users and application programs are using destids to route SYSOUT and jobs, they will be insulated
from configuration changes. As configurations change, installations can change the routing associated
with the DESTID(jxxxxxxx) initialization statements to match the new configurations.

For example, an installation wants to move printer 1 to Node 2 or switch the work load that had been sent
to Node 1 to another printer at Node 2. The installation can define a printer at Node 2 that selects the
same special local route code and change only the first-level destination identifier of DESTID(TOM) from
‘N1’ to ‘N2’. SYSOUT with a destination of ‘TOM’ is now sent to Node 2, where it is selected by the printer
with the same special local routing. Figure 30 on page 129 displays the changed initialization statements.

At Nodel: DESTID(TOM) DEST=N2.U5

At Node2: DESTID(TOM) DEST=N2.U5
PRT(1) START=YES,SEP=NO,UNIT=0008,R=U5

Figure 30. Destids When Printer Moved to Node 2

Routing Output After a Configuration Change

To ensure that all output that had been created using the old destid of ‘U5’ does not remain on spool
unprocessed, operators should route this output from special local routing 5 to destid ‘TOM’ through the
$R command:

$R ALL,R=U5,D=TOM
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Specifying SYSOUT destination through user routing

Insulation from configuration changes can also be achieved for different nodes in a network through user
routing. Installations at nodes 1, 2, and 3 can logically move a printer from Node 2 to Node 3 without
causing Node 1 to make any changes.

For example, consider the following figure. An installation has eliminated printer 1 from NODE2. Work that
had printed on printer 1 should be routed to printer 3 at node 3. End users and application programs on
nodes 1, 2, and 3 all route SYSOUT to the printer using a destid of “TOM’. Figure 31 on page 130 shows the
DESTID values before and after the move.

BEFORE
At Nodel: DESTID(TOM) DEST=N2.TOM

At Node2: DESTID(TOM) DEST=N2.U5
PRT(1) START=YES,SEP=NO,UNIT=0008,R=U5

At Node3: DESTID(TOM) DEST=N2.TOM

AFTER
At Nodel: DESTID(TOM) DEST=N2.TOM

At Node2: DESTID(TOM) DEST=N3.TOM

At Node3: DESTID(TOM) DEST=N3.U3
PRT(3) START=YES,SEP=NO,UNIT=000A,R=U3

Figure 31. Moving Printers without Notifying Other Nodes

Notice in Figure 31 on page 130, the DESTID(TOM) on node 1 was not changed. Node 1 defined the
destination identifier ‘TOM’ as meaning: Route the SYSOUT to whatever “TOM’ is on node 2. Before the
move, ‘TOM’ on node 2 was the special local routing ‘U5’. After the move, ‘TOM’ on node 2 was updated
to route the SYSOUT to whatever ‘TOM’ is on node 3. This technique of routing a destid to user routings
at other nodes allows configuration changes at one site without the need to update all other nodes
simultaneously.

The use of symbolic route codes allows an installation to associate a meaningful name(s) with a remote
or special local routing. Care must be used when creating a DESTID with a symbolic DEST= parameter if
that parameter is also used as a DESTID subscript or node name in the same initialization stream. JES2
enforces an order-dependency of destination definitions:

1. Destinations defined within the same initialization stream.
JES2 will allow the use of a symbolic DEST= parameter if it is:

« Never defined as a DESTID subscript or node name in the same initialization stream. In this case, the
symbolic DEST= parameter is treated as if it were a userid.

« Used as a DESTID subscript or node name in an initialization statement that occurs earlier in the
initialization stream. In this case, the destination will resolve to that defined for the first initialization
statement. This ‘look-up’ will continue until a non-user route code is encountered.

If a DESTID is created with a symbolic DEST= parameter, and that parameter is used as a DESTID
subscript or node name later in the same initialization stream, JES2 will treat it as an error condition.
Message $HASP512 will be issued to indicate an error for the first DESTID statement.

2. Destinations defined using the JES2 $ADD command.

JES2 will resolve destinations defined using a $ADD DESTID(jxxxxxxx), DEST=symbolic_parameter in
a method similar to that described above for DESTID statements that appear in initialization streams.
The following rules apply if the symbolic DEST= parameter is:

« Used as a DESTID subscript or a node name in the initialization deck, the destination will resolve to
that defined by the initialization statement.

« Used as a DESTID subscript in a previous $ADD DESTID(jxxxxxxx) command, the destination will
resolve to that defined by that (previous) command.
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 Not already defined as a destination it will always resolve to the DEST= parameter value, regardless
of whether it is defined in a subsequent $ADD command.

Table 38 on page 131 shows how an installation can use symbolic route codes to allow users to route
SYSOUT to one node using several different destination names.

SYSOUT can be routed to node N10 using the destination names defined in the initialization stream, ‘NYC’
and ‘BIGAPPLE’. SYSOUT can also be routed to N10 using destination name NEWYORK after the first
$ADD command is issued. Because NODE10 is defined as N10 in the third $ADD command, the fourth
$ADD command can use route code NODEZ10 to define destination BIGCITY, which again resolves to node

N10.

Table 38. How JES2 resolves destinations with symbolic route codes

Initialization statements/JES2 commands JCL destination Resolved destination

DESTID(BIGAPPLE) DEST=N10 BIGAPPLE N10

DESTID(NYC) DEST=BIGAPPLE NYC N10

N(10) NAME=RUDYJ

$ADD DESTID(NEWYORK), DEST=BIGAPPLE NEWYORK N10

$ADD DESTID(NYCITY), DEST=N10 NYCITY NODE10*

$ADD DESTID(NODE10), DEST=N10 NYCITY NODEZ10*

$ADD DESTID(BIGCITY), BIGCITY N10
DEST=NODE10

* Destination NYCITY will always resolve to NODE10, because NODE10 was not yet defined.

Table 39 on page 131 illustrates the error case described in the ‘initialization statement’ section above.
Symbolic DEST= parameter BIGAPPLE is used in the first initialization statement. However, DESTID
BIGAPPLE is created in a subsequent initialization statement. JES2 will issue message HASP512 to

indicate that DESTID NYC is in error.

Table 39. How JES2 Resolves Destinations with Symbolic Route Codes

Initialization statements/JES2 commands

JCL destination Resolved destination

DESTID(NYC) DEST=BIGAPPLE
DESTID(BIGAPPLE) DEST=N10

NYC LOCAL

BIGAPPLE N10

How JES2 resolves destinations from node to node

A destination can be specified to a JES2 system through a variety of methods, including the following:

« JES2 commands

« The DEST= parameter on a JCL OUTPUT statement

« An SDSF over-type field

« The PRT= or PUN= parameter on a JES2 control ROUTE statement.

There are different types of JES2 processing for destinations received at the:

« Origin node
« Destination node
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Origin-node processing

At the first node (the origin node) to receive a JES2 destination through one of the methods cited above,
destinations can be translated to new values when the specified second-level destination equals the
subscript on a DESTID(jxxxxxxx) initialization statement. Two types of change can occur:

Case 1

The specified first-level destination equals the first-level destination on the DESTID (jxXXXXXX)
initialization statement.

Action: JES2 replaces the specified second-level destination with the second-level destination on the
DEST= parameter on the DESTID(jxxxxxxx) initialization statement.

Case 2

The DEST= parameter does not have a first-level destination.

Action: JES2 replaces the specified second-level destination with the second-level destination on the
DEST= parameter of the DESTID(jxxxxxxx) initialization statement.

Note: If the DEST= parameter specifies a DESTID previously created in the initialization stream, then the
DEST parameters of the first DESTID(jxxxxxxx) initialization statement will apply.

Destination-node processing

At the node where a JES2 destination is received, that destination can be translated to new values
when the second-level destination received from the network job header equals the subscript on a
DESTID(jxxxxxxx) initialization statement.

Action: JES2 replaces the entire destination with the value of that DEST= parameter.

Note: The data could be routed to another node.

Examples of JES2 routing SYSOUT destinations

The following examples, read from left to right, display how JES2 receives data, interprets that data,
and resolves the destination as it travels from node to node. Throughout these examples, the following
parameters on the DESTDEF initialization statement use their default values.

» Ndest=

« RIRM|RMTdest=

e Udest=

Example 1
Table 40. How JES2 resolves destinations -- example 1
H H 4 H
Destination DESTID Destination DESTID Destination
Specified Specified Sent Specified Resolved
at NODE 1 at NODE 1 (NJE Header) at NODE 2
NODE2.TOM DESTID(TOM) NODE2 FRED DESTID(FRED) NODE2.BOB

DEST=NODEZ2.FRED DEST=BOB

« [ The destination specified on a /OUTPUT JCL statement, NODE2.TOM, means: Send this SYSOUT to
destination TOM at Node 2.

« A JES2 determines whether Node 1 has a definition for destination TOM. It finds a DESTID(TOM)
initialization statement. Comparing the first-level destinations and finding that they match (that is,
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NODE2 on the OUTPUT JCL statement and the DEST= parameter specifies NODE2), JES2 uses the
second-level destination (FRED).

« EJ JES2 puts the destination of FRED at NODE2 into the NJE header and sends the SYSOUT to Node 2.

« [ At Node 2, JES2 takes the incoming destination of FRED and checks to see if it is defined as a
destination identifier. There is a DESTID(jxxxxxxx) initialization statement definition for FRED. Its DEST=
parameter specifies only a second-level identifier of BOB. Therefore, the first-level identifier is assumed
to be Node 2.

« F The resolved destination is BOB at Node 2.

Example 2

Table 41. How JES2 resolves destinations -- example 2

H H (4] (5]

Destination DESTID Destination DESTID Destination

Specified Specified Sent Specified Resolved

at NODE 1 at NODE 1 (NJE Header) at NODE 2

NODE2.JACK DESTID(JACK) NODE2 JACK DESTID(JACK) NODE3.R5
DEST=NODE3.R5 DEST=NODE3.R5

- [ The destination specified on an SDSF over-type field, NODE.JACK, means: Send this SYSOUT data set
to destination JACK at Node 2.

« 3 JES2 determines whether Node 1 has a definition for destination JACK. It finds a DESTID(JACK)
initialization statement definition. Comparing the first-level identifiers, JES2 finds no match (that is,
NODE?2 specified on the SDSF over-type and the DEST= parameter specifies NODE3). JES2 ignores the
DEST= specification.

« B JES2 puts the destination of JACK at NODE2 into the NJE header and sends the SYSOUT to Node 2.

- B4 At Node 2, JES2 takes the incoming destination of JACK and determines if it is defined as a
destination identifier. There is a DESTID(JACK) initialization statement. Its DEST= parameter specifies
NODE3.R5. Because this is the specification defined at Node 2 (the destination node), JES2 uses it.

« F The resolved destination is R5 (remote workstation 5) at Node 3.

Example 3
Table 42. How JES2 resolves destinations -- example 3
H H 4] (5]
Destination DESTID Destination DESTID Destination
Specified Specified Sent Specified Resolved
at NODE 1 at NODE 1 (NJE Header) at NODE 2
NODE2.BILL DESTID(BILL) NODE2 JOHN DESTID(JOHN) NODE3.U5
DEST=NODE3.U5
DEST=NODE2.JOHN

« [ The destination specified on a /*ROUTE PRT JES2 control statement, NODE2.BILL, means: Send this
SYSOUT data set to destination BILL at Node 2.

« A JES2 determines whether Node 1 has a definition for destination BILL. It finds a DESTID(BILL)
initialization statement definition. Comparing the first-level identifiers and finding that they match
(NODE2 specified on the /*ROUTE statement and the DEST= parameter specifies NODE2), JES2 uses
the second-level destination (JOHN).

« B JES2 puts the destination of JOHN at NODE2 into the NJE header and sends the SYSOUT to Node 2.
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« B3 At Node 2, JES2 takes the incoming destination of JOHN and determines if it is defined as a
destination identifier. There is a DESTID(JOHN) initialization statement. Its DEST= parameter specifies
NODE3.U5. Because this is the specification defined at Node 2 (the destination node), JES2 uses it.

« H The resolved destination is U5 (special local routing 5) at Node 3.

Example 4

Table 43. How JES2 resolves destinations -- example 4

H H (4] (5]

Destination DESTID Destination Sent DESTID Destination

Specified at Specified at (NJE Header) Specified Resolved

NODE 1 NODE 1 at NODE 2

NODE2.SCOTT DESTID(SCOTT) NODE2 R5 N/A NODE2.R5
DEST=R5

« [ The destination specified on a $TO J5,ALL,D= JES2 command, NODE2.SCOTT, means: Send this
SYSOUT data set to destination SCOTT at Node 2.

« [P JES2 determines whether Node 1 has a definition for destination SCOTT. It finds a DESTID(SCOTT)
initialization statement definition. JES2 cannot compare first-level destinations because the DEST=
parameter provides only a symbolic second-level destination. Therefore, JES2 uses the first-level
destination from the $T O command and combines it with the second-level destination on the DEST=
parameter from the DESTID(jxxxxxxx) initialization statement.

« B JES2 puts the destination of R5 at NODE2 into the NJE header and sends the SYSOUT to Node 2.
« A At Node 2, because the incoming destination is an explicit destination (referring to a specific route

code) as opposed to a symbolic destination, JES2 uses it.

« FHThe resolved destination is R5 (remote workstation 5) at Node 2.

Example 5

Table 44. How JES2 resolves destinations -- example 5

H H 4 5

Destination DESTID Destination DESTID Destination

Specified Specified Sent Specified Resolved

at NODE 1 at NODE 1 (NJE Header) at NODE 2

NODE2.RQOY DESTID(ROY) Node2 FRED DESTID(FRED) NODE2.U2
DEST=FRED DEST=U2

- [ The destination specified on a //OUTPUT JCL statement, NODE2.RQY, means: Send this SYSOUT data

set to destination ROY at Node 2.

« A JES2 determines whether Node 1 has a definition for destination ROY. It finds a DESTID(RQY)
initialization statement definition. JES2 cannot compare first-level destinations because the DEST=
parameter provides only a symbolic second-level destination. Therefore, JES2 uses the first-level
destination from the OUTPUT JCL statement and combines it with the second-level destination on
the DEST= parameter from the DESTID(jxxxxxxx) initialization statement.

« EJ JES2 puts the destination of FRED at NODE2 into the NJE header and sends the SYSOUT to Node 2.

« [ At Node 2, JES2 takes the incoming destination of FRED and determines if it is defined as a
destination identifier. There is a DESTID(FRED) initialization statement. Its DEST= parameter specifies
the explicit destination U2. Because this is the specification defined at Node 2 (the destination node),

JES2 uses it.
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« [F The resolved destination is U2 (special local routing 2) at Node 2.

Routing output to devices at another node
There are two ways to route output to devices at another node:

1. By defining both the target node and the specific destination on that node. (‘N2.R5’ signifies remote 5
at node 2.)

Remember that if you define a destination node that is different from the node where the output was
created, JES2 processing will interpret destinations (for both jobs and SYSOUT) at both the creation
and destination nodes.

2. By using a DESTID defined on that node.

‘BOST1.R2’ signifies a remote workstation ‘R2’ at node BOST1 Node 2 for the example in Figure 32 on
page 135.

An installation could change BOST1.R2's routing on the DEST= parameter to a different route code
without affecting other nodes and user applications in the network.

To illustrate this process, see the initialization parameters defined in Figure 32 on page 135.

WASH1 BOST1
NODE (1) NAME=WASH1 NODE (1) NAME=WASH1
NODE (2) NAME=BOST1 NODE(2) NAME=B0OST1
DESTID(FIRST) DEST=BOST1.R1
DESTID(SECOND) DEST=BOST1.SECOND DESTID(SECOND) DEST=BOST1.R2
DESTID(THIRD) DEST=BOST1.THIRD DESTID(THIRD) DEST=DET1.THIRD
DET1

NODE (1) NAME=WASH1
NODE(2) NAME=BOST1
NODE(3) NAME=DET1
DESTID(SECOND) DEST=BOST1.R2
DESTID(THIRD) DEST=DET1.R1

Figure 32. Sample JES2 DESTID(jxxxxxxx) Initialization Values on Three Nodes

Output at WASH1 routed to destination FIRST is sent to Remote 1 at BOST1. The destination is resolved
at BOST1. Because a BOST1 remote number is defined in the initialization statement shown for WASH1,
the destid FIRST need not be defined at BOST1.

Output at WASH1 routed to destination SECOND is sent to BOST1 and the output sent to remote 2. The
destination SECOND must be defined on both nodes. WASH1 does not need to know which remote on
BOST1 represents SECOND. If SECOND was not defined at BOST1, JES2 would send output to userid
SECOND. If there were no such user on the system, the output would remain on the userid queue at
BOST1 until an operator changed its destination or the data set was purged.

Output at WASH1 routed to destination THIRD is sent to BOST1, where it is rerouted to THIRD at DET1.
Finally, DET1 receives the output and routes the job to remote workstation 1 at DET1. If no destid had
been defined as DESTID(THIRD), JES2 would have routed the data to userid ‘THIRD’ at DET1.

Avoiding endless looping in a network

When planning a network, ensure that all NODE(nnnn) and DESTID(jxxxxxxx) initialization statements
have been defined to prevent endless looping throughout the network. For example, in Figure 33 on page
136, the output destined for node 2 is routed back and forth in a loop because node 1 assumes that DEST
is userid NY6 at node 2 and node 2 assumes that DEST is userid NY5 at node 1.

All nodes in a network need to define JES2 destids using the same conventions so that each system
programmer knows what devices, remote workstations, and userids exist at each node.
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DESTID(NY5) DEST=N2.USER DESTID(NY6) DEST=N1.USER

Figure 33. JES2 DESTID(jxxxxxxx) Initialization Values that Loop

Specifying TSO/E userIDs on a JES2 system

In order for a userid to receive mail or notification messages from a JES2 subsystem, never define userids
of the following forms as TSO/E userIDs:

ANYLOCAL|LOCAL
Any destid name defined on a DESTID(jxxxxxxx) initialization statement

« Any destid name added through a $ADD DESTID(jxxxxxxx) operator command.
« Any name specified on the NAME= parameter of a NODE(nnnn) initialization statement.
« Any name specified on the NAME= parameter of a $T NODE(nnnn) operator command.

IBM suggests that installations avoid confusion when routing SYSOUT from one destination to another by
not specifying the following forms as userids on a JES2 system:

« Nnnnn

« Rmmmm

* RMmmmm

« RMTmmmm

« NnnnnRmmmm
« Unnnn

An installation using these userids might experience unexpected results. For example, output intended for
userid ROO1 is instead routed to remote 1, even if that remote has not been defined on the system.

Installations that find it necessary to define TSO/E userids beginning with the prefixes ‘N’, ‘R’, ‘RM’, ‘RMT’
and ‘U’ can do so by specifying USER on the following parameters of the DESTDEF initialization statement:

* Ndest=

- Rdest=

- RMdest=

- RMTdest=

- Udest=

Installations can also control the number (1-32767) of nodes in a network through the NODENUM=

parameter on the NJEDEF statement. For example, if NODENUM=7, JES2 would resolve the route code
N17 as a userid at its destination.

Additionally, the LOCALNUM= parameter of the DESTDEF initialization statement definesthe maximum
number that JES2 identifies as a special local route code. In an installation that defines this parameter,
JES2 presumes that any number exceeding the LOCALNUM= value is a userid. For example if
LOCALNUM=29, JES2 would resolve the route code U321 as a userid at its destination.

The prefixes R, RM, and RMT can precede a number in the range from 0 to 32767 JES2 provides no means
of controlling this range.

Altering destination processing through DESTDEF

JES2 destination processing recognizes certain destination prefixes as having a special meaning. This
can cause problems if an installation is using those special prefixes as TSO/E userids: notify messages
and netmail files might not reach the intended users. Installations can use options on the DESTDEF
initialization statement to prevent these problems. These options alter which prefixes JES2 destination
processing recognizes and which it does not.
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These are the options on the DESTDEF statement that an installation uses to control which prefixes JES2
recognizes:

Ndest
Nodal routing Nnnnn and NnnnnRmmmm

Rdest

Remote routing Rmmmm and NnnnnRmmmm
RMdest

Remote routing RMmmmm
RMTdest

Remote routing RMTmmmm

Udest
Special local routing Unnnn

When any of these options are set to ‘USER’, JES2 no longer recognizes any special meaning for

the corresponding destinations. This applies to JCL, JES2 control statements (JECL), commands, and
dynamic allocation processing. For initialization statement processing, JES2 ignores the meaning of these
prefixes for all destination identifiers that appear after the DESTDEF statement in the initialization stream
unless performing a hot start. If this is a hot start, the values from when JES2 was last active apply to the
entire initialization deck.

To avoid different interpretations of destinations on a hot start, the DESTDEF statement should appear
early in the initialization stream and before any references to destinations.

The DEST= parameter on the DESTID(jxxxxxxx) initialization statement and the $T DESTID and $ADD
DESTID operator commands are the only places where DESTDEF options never apply. This allows for the
creation of destids that route output to a remote even when DESTDEF RDEST=USER.

To illustrate how the DESTDEF initialization statements can be used to enforce particular
policies at an installation, consider the following two examples, in which both RDEST=User and
SHOWUSER=WITHlocal.

The $T O command routes all the SYSOUT from job 4 to userid ‘R0O007’. This installation can require all
JCL and JES2 control statements submitting jobs to specify all userids with the single-letter prefix ‘R’,
while still using ‘RM’ (RMDEST=User) and ‘RMT’ (RMTDEST=User) to specify remote workstations.

In response to the operator command:
$T0J4,ALL, D=ROOO7
JES2 displays:

$HASP686 OUTPUT (IRRDPTAB) OUTGRP=2.1.1,BURST=NO,FCB=x%%x*,

$HASP686 FLASH=*%%x*, FORMS=STD, HOLD=(NONE) ,
$HASP686 HOLDRC=,0UTDISP=HOLD, PAGES=,

$HASP686 PRIORITY=144,PRMODE=LINE,QUEUE=A,
$HASP686 RECORDS=(4 OF 4),ROUTECDE=LOCAL.R0007,
$HASP686 SECLABEL=, TSOAVAIL=YES,6 UCS=%%*%*,
$HASP686 USERID=++++++++,WRITER=

In this example, the route code ‘LOCAL.R0007’ indicates a userid of RO007 at the local node.

This installation can alter the meaning of ‘R0007’ by dynamically adding a destid through the following
command from the operator console:

$ADD DESTID(ROOO7),DEST=R7

JES2 displays:

$HASP822 DESTID(RO0OO7) DEST=R7,STATUS=DESTID, PRIMARY=NO

Now, if an operator enters the command:
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$T0J5,ALL,D=ROOO7

JES2 displays:

$HASP686 OUTPUT (IRRDPTAB) OUTGRP=2.1.1,BURST=NO,FCB=#*%%%*,

$HASP686 FLASH=*%%% , FORMS=STD, HOLD=(NONE) ,
$HASP686 HOLDRC=,0UTDISP=HOLD, PAGES=,
$HASP686 PRIORITY=144,PRMODE=LINE,QUEUE=A,
$HASP686 RECORDS=(4 OF 4),ROUTECDE=R0007,
$HASP686 SECLABEL=, TSOAVAIL=YES,6 UCS=%%%*,
$HASP686 USERID=++++++++, WRITER=

In this example, the route code ‘RO007’ indicates the destid RO007 rather than a user destination.

Preparing installations to alter destination processing

Before changing how JES2 interprets destinations, installations should review their JCL and automated
commands to ensure that they are notusing the prefixes being affected. For example, before changing
Ndest to ‘USER’, ensure that there are no JCL references to N123, N0123, NO00123.

Destids can be used to support cases where it is not practical to change JCL statements. However, the
subscript on the DESTID(jxxxxxxx) initialization statement must match the DEST= parameter specification
on the JCL statement exactly. For example, an installation with the following initialization statement can
route data to node 1 using OUTPUT JCL statements that specify DEST=N1.

DESTID(NOOOOOO1)

To route the data to Node 2, you must specify DESTDEF Ndest=User on a warm start, add the following
DESTID,

DESTID(N1) DEST=N2

and add DEST=N2 to the DESTID(NO0000O01) initialization statement. If you change any DESTDEF
initialization statement parameters to specify User, the processing of explicit destids can be altered.

Use the DESTDEF initialization statement to alter destination processing only after carefully preparing the
initialization stream definitions and JCL statements carefully. For more information on how to prepare an
installation for such a change, see both “Specifying TSO/E userIDs on a JES2 system” on page 136 and
“Altering destination processing through DESTDEF” on page 136.

An installation can specify whether JES2 displays a destid or an explicit route code for jobs and SYSOUT
through the PRIMARY= parameter on both the DESTID(jxxxxxxx) initialization statement and the $ADD
DESTID operator command. For example, by specifying ‘DESTID(NYWK),DEST=U2,PRIMARY=YES’, an
installation ensures that the destid ‘NYWK’ is displayed instead of the explicit special local route code of
‘U2’

Use of PRIMARY=YES can aid both operators and system programmers in tracking jobs and SYSOUT
across a network, as illustrated in Figure 34 on page 138. An installation specifies that destids beginning
with the ‘RMT’ prefix should be processed as userids (RMTdest=USER), then creates the following destids
in its initialization stream.

DESTDEF RMTDEST=User, SHOWUSER=WITHlocal
DESTID(RMT6) DEST=R6,PRIMARY=YES

DESTID(DR1) DEST=R1,PRIMARY=NO

DESTID(DR2A) DEST=R2,PRIMARY=NO

DESTID(DR2B) DEST=R2,PRIMARY=NO

DESTID(DR3A) DEST=R3,PRIMARY=YES
DESTID(DR3B) DEST=R3,PRIMARY=NO

DESTID(DR4A) DEST=R4,PRIMARY=YES
DESTID(DR4B) DEST=R4,PRIMARY=YES

DESTID(DR5) DEST=N1.R2,PRIMARY=NO

NJEDEF . OWNNODE=1

Figure 34. DESTID(jxxxxxxx) and DESTDEF Initialization Stream Definitions
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In Table 45 on page 139, you can see how these destinations are resolved.

Table 45. How JES2 resolves destinations from DESTDEF initialization statements

Destid Routing Console Display Reason

DR1 DR1 Displays the destid because no other destids specify this
routing.

DR2A R2 Displays explicit destination because neither destid with this
routing specified PRIMARY=YES.

DR3A DR3A Displays the destid because PRIMARY=YES.

DR3B DR3A Displays alternate destid because DR3A shows
PRIMARY=YES.

DR4A DR4A Displays the destid because PRIMARY=YES.

DR4B DR4A Displays alternate destid because both show PRIMARY=YES.
and DR4A is first alphabetically. in the initialization stream.

DR5 R2 Displays explicit destination because PRIMARY=NO.

R5 R5 Displays explicit remote workstation routing.

RM5 R5 Displays explicit remote workstation routing.

RMT5 LOCAL.RMT5 Displays user destination because RMTdest=User.

RMT6 RMT6 Displays destid because PRIMARY=YES. and RMTdest=User.

The PRIMARY= parameter on the DESTID(jxxxxxxx) initialization statement allows an installation to
specify how JES2 resolves multiple destid displays. As Table 45 on page 139 shows, specifying
PRIMARY=YES allows an installation to specify which destid appears in displays when two statements
specify the same DEST= routing. For example, destid ‘DR3B’ will never display on the console because
destid ‘DR3A’ is routed to remote workstation 3 too, and it specifies PRIMARY=YES.

Because the PRIMARY= parameter defaults to NO, you must remember to specify which destid takes
precedence when defining two or more with the same DEST= route code.

By specifying SHOWUSER=WITHIlocal on the DESTDEF initialization statement, this installation provides a
level of clarification in the RMT5 destid routing that displays the first-level identifier ‘LOCAL’ in front of the
userid ‘RMT5.

Routing to multiple destids

If there are multiple destids that can be used for a particular routing, one of the destids should be defined
as PRIMARY=VYES. Failure to do so causes output destined to that routing to display in explicit format,
such as Nn, Rm, NnRm, or Un. SDSF displays the routing in this explicit format and attempts to use this
format in commands. This explicit routing does not work as expected if one of the DESTDEF initialization
statement options is set to ‘User’.

For example, in Figure 35 on page 140, all three destids would match a piece of output routed to special
local 5 at the local node (node 1). If you specify the $D0O J command to list the job output for these
destids, the console displays a routing of D=U5. However, with Udest=User (and no other destid), using
a destination of ‘U5’ would not result in the same routing as when using a destination of ‘DAVE’. If
installations define either DESTID(DAVE) or DESTID(MIKE) as PRIMARY=YES, output routed to special
local 5 displays with a destination that can be used to route other output to the same place.
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DESTID(DAVE) DEST=N1.U5
DESTID(MIKE) DEST=N1.U5
DESTID(TOM) DEST=U5

Figure 35. Multiple Destids that Match Output Routed to Special Local 5

For an example of how installations can route jobs and SYSOUT data sets through remote workstation
devices, see “Routing to RJE devices when Rdest=User” on page 140.

Routing to RJE devices when Rdest=User

An installation with RJE devices that needs to set Rdest=User must ensure that SYSOUT can still be
routed to the RJE device. By default, RJE devices are set up so that SYSOUT from jobs submitted from the
RJE device is routed back to the RJE workstation. But if a job submitted on remote 5 is routed to another
node to execute, when the SYSOUT returns, it will be routed to destination ‘R5’. With Rdest=User, ‘R5’
will not be interpreted as remote 5 but rather as user routing ‘R5’. The remote printer will be unable to
print the SYSOUT. To prevent this problem, create a DESTID(Rm) DEST=NxRm where ‘x’ is the local node
number (NJEDEF OWNNODE=) and ‘m’ is the remote number.

When an RJE device signs on, JES2 attempts to interpret the workstation name sent from the remote
while honoring the value specified on the DESTDEF initialization statement. First, JES2 searches the
destids for a match to determine the actual remote number. If there is no match, JES2 ignores the

values set on DESTDEF (assuming that Ndest=, R|[RM|RMTdest=, and Udest= have all been set to USER)
while interpreting the workstation name. This would allow a remote to sign on using RMT5, even if
RMTdest=USER and there is no DESTID(jxxxxxxx) initialization statement with a subscript of RMT5. If a
remote tries to sign on as RMT5 and there is a DESTID(jxxxxxxx) initialization statement with a subscript
of ‘RMT5’ with a DEST= that does not specify a remote on the local node, then the sign on attempt will fail.

Reducing printing costs through remote pooling

Remote pooling allows the printers on multiple remote workstations to print the output of any remote

in the pool. For more information about pooling remote workstations, see “Pooling RJE workstations” on
page 310. JES2 changes any destination that specifies a specific remote workstation in the pool to the
routing of the pool. This change occurs when JES2 interprets a destination starting with ‘R’, ‘RM’, or ‘RMT".
If Rdest, RMdest, or RMTdest is set to ‘USER’, then remote pooling does not occur (even if there is a
DESTID(R5)).

Even so, much of the function of remote pooling can be achieved by using destids. For example, in Figure
36 on page 140, remotes 5, 6, and 9 are pooled. The destids will ensure that SYSOUT routed to R5, R6, or
R9 will receive a routing of remote 5.

DESTDEF RUSER=USER

RMT (5) ROUTECDE=5 /* Define the remotes as pooled */
RMT (6) ROUTECDE=5

RMT(9) ROUTECDE=5

DESTID(R5) DEST=N1R5,PRIMARY=YES /x Define the DESTIDs as routing =x/

DESTID(R6) DEST=N1R5 /* to the pooled remote */
DESTID(R9) DEST=N1R5

Figure 36. Remote Pooling with RDEST=USER

Note: In this example, if a remote tries to sign on with a workstation name of ‘R9’, that workstation will
actually sign on to remote 5. To avoid this problem, sign on with a workstation name of ‘REMOTE9’ or
RMTO9 (if RMTdest=REMOTE or there are no destids for RMT9).

External writers

An external writer can select output from JES2 after JES2 builds the output group from the data sets.
Your installation can supply its own writer routines or use the external writer processor supplied by
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IBM by naming the writer as a subparameter of the SYSOUT= DD keyword. The operator then starts an
external writer in a private address space, and the external writer writes the data using QSAM.

For details on the external writer, see The External Writer.

Held job and data set considerations

You can put a data set into a hold condition by explicitly defining it as held or assigning the output to a
held SYSOUT class. The operator releases the job using the output ($0) command or the $T 0J,NDISP=
command; a TSO/E user uses the TSO/E OUTPUT command on a time-sharing terminal.

You can transmit held data sets to an offload data set for future retrieval. If you transmit jobs to other
nodes for execution, you must consider when and how the hold status takes effect. JES2 treats jobs
placed in hold by the operator differently than jobs placed in hold through JCL or TSO/E commands. The
following sections discuss, in further detail, how to define, modify, dispose, and offload held data sets.

Defining held data sets
« JES2 holds SYSOUT data sets if:

— The JCL SYSOUT DD statement contains HOLD=YES regardless of the OUTDisp specification on the
OUTCLASS(v) initialization statement.

— The JCL OUTPUT statement contains OUTDISP=(HOLD,HOLD) or OUTDISP=(KEEP,KEEP), regardless
of the OUTDisp specification on the OUTCLASS(v) initialization statement.

— The SYSOUT parameter on the JCL DD statement specifies a class defined as held on the
OUTCLASS(v) initialization statement with the OUTDisp parameter.

« JES2 does not hold SYSOUT data sets if:

— The JCL SYSOUT DD statement contains HOLD=NO, regardless of the OUTDisp specification on the
OUTCLASS(v) initialization statement.

— The JCL OUTPUT statement contains OUTDISP=(WRITE,WRITE), regardless of the OUTDisp
specification on the OUTCLASS(v) initialization statement.

— The SYSOUT parameter on the JCL DD statement specifies a class defined as non-held on the
OUTCLASS(v) initialization statement with the OUTDisp parameter.

Held output processing

When output is held, JES2 builds a JOE for each job as it does for non-held output. JES2 then retrieves
such held output in LIFO order, not FIFO order as it does for non-held output.

Modifying and disposing held data sets

A data set remains in held status until either the TSO/E user releases it on a time-sharing terminal with
the TSO/E OUTPUT command or from the SDSF panel, or until the operator modifies the disposition
with the $0 (output) command. The operator can either release or cancel held data sets based on time
(that is, n days or n hours old) with the $0 command or the $T 0J command. In this manner, you can
easily dispose of held output unnecessarily using spool space and job queue elements (JQEs) for too
long a time. If you free up these JQEs regularly, you reduce your installation's JQE needs. As your TSO
environment grows in size, it is important to prevent this “wasting” of spool space with unneeded or
forgotten held output data sets.

The operator can determine spool usage by issuing the $D SPL command. This command can also

display job utilization of specific spool volumes. (see z/0S JES2 Commands for more information on

this command.) If the $D SPL response indicates a particularly high spool usage by a particular job, the
operator can take action (cancel, offload, or print) to eliminate that job. Here again, the age parameters on
the $0 command are useful.

Type 26 SMF records provide further job spool utilization information. These records include the number
of track groups and spool buffers used. If you and the operator monitor spool usage and eliminate
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unnecessary held data set spool usage, you should be able to more effectively tune the track group size
parameter (TGSIZE= on the SPOOLDEF statement), thereby using available spool space more efficiently.

Offloading held jobs and data sets

An installation can offload held jobs. This is a useful tool you can use to free up spool space. Offload

jobs by specifying HOLD=YES and WS=(HOLD/) on the job transmitter (OFF(n).JT). Note that you can also
transmit held jobs to the offload data set if you do not add HOLD to the work selection list. JES2 does
not change the hold status when you receive the offloaded job. Of course, the operator can purge (or
otherwise alter its disposition) it if held for longer than an installation determines to be an appropriate
length of time. Or, the operator can release the job with the $A J operator command.

An installation can also offload held data sets. As with held jobs, JES2 remembers the held attribute
across the offload operation. However, for data sets held at the local node, only the job-level work
selection criteria on for the OFF(n).ST statement apply. You must explicitly request transmission of held
data sets. If you add OUTDISP=(HOLD,LEAVE) to the OFF(n).ST statement, the offload device can then
select held data sets. A request of this type means JES2 will transmit all held data sets for a particular
job.

JES2 treats data sets held at the destination node (the target system of the offload operation) as normal
SYSOUT subject to the work selection criteria for a SYSOUT transmitter.

Held data sets in the NJE environment

If a job generates a SYSOUT data set and specifies “HOLD=YES” on the DD statement for the data set,
the “hold” takes effect on the system which receives the data set. If the job's execution node and the
data set's destination node are the same, JES2 performs the hold as soon as the job deallocates the data
set. If the job's execution node differs from the job's destination node, JES2 removes the local hold on
the data set. This permits JES2 to group the data set into an output group; JES2 then places the output
group on the network queue for output groups. The SYSOUT transmitter then selects the data set for
transmission.

When JES2 transmits a held data set (possibly at the same time it transmits the job's other data sets),
the data set header will reflect the hold status of the data set. When a node receives a SYSOUT data

set marked as held, the SYSOUT receiver checks the data set's destination against its own node name.
If the data set destination is the receiver's node, the receiver performs normal held data set processing.
A TSO/E user can then inspect the data set. When an operator or TSO/E user releases the held data set,
the system no longer holds the data set even though the operator or TSO/E user changed its destination
before printing the data set. At each point along the way, you can use the JES2 $R command to change
the data set's destination.

Improving JES2 processing

If JES2 is slow to process work or respond to operator commands, see the description of the following
initialization statements (in z/0S JES2 Initialization and Tuning Reference) and the other noted sections of
this manual for tuning recommendations:

« BERTNUM= parameter on the CKPTSPACE statement
- DEBUG statement

« JOBNUM= parameter on the JOBDEF statement

« JOENUM= parameter on the OUTDEF statement

« MEMBER(n) initialization statement

e “The JES2 health monitor” on page 381

« “Accessing the CKPTn data set in a MAS” on page 192

In a multi-access spool environment, also refer to the descriptions of the queue control parameters,
HOLD=, DORMANCY=, and CYCLEMGT= on the MASDEF statement and “MASDEF queuing parameters” on

page 290 for recommended initial parameter value and tuning information.
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Chapter 3. SPOOL volume configuration, control, and
performance

The spool is the repository for all input jobs and all system output (SYSOUT) that JES2 manages.
SYS1.HASPACE (the data set used for storing JES2—maintained data and control blocks) is a JES2-
required data set. Note that the name, SYS1.HASPACE, is the JES2 default name for the required
spool data set. If you prefer, change this name by specifying the DSNAME= parameter on the
SPOOLDEF initialization statement. However, for convenience of this discussion, we will use the
default name here. The specification, management, and placement of this data set affects JES2
performance. This chapter deals with the management of spool data sets, including their specification
and important performance considerations.

SPOOL configuration

JES2 requires that the SYS1.HASPACE data set be present on direct access volumes. In a multi-access
spool configuration, these volumes must be accessible from all member systems.

The following section discusses this data set, the dynamic addition and deletion of JES2 spool data sets,
spool space for individual jobs, and the allocation of tracks and track cells on a volume.

Chapter 7, “Providing security for JES2,” on page 313 discusses how to protect spool data sets with
RACF.

The SYS1.HASPACE data set

Before JES2 can be initialized, space on a direct access device must be allocated for SYS1.HASPACE.
SYS1.HASPACE is the name of one or more data sets used for storing JES2-maintained data and control
blocks. These volumes store all job input, job output, JES2 control blocks, and messages queued between
shared spool members. The requirements for specifying these data sets follow.

Naming conventions

Up to 253 volumes can be designated as spool volumes. Spool volumes are identified to JES2 by a volume
serial number, the first four or five characters of which are specified by the VOLUME= parameter on the
SPOOLDEF statement during JES2 initialization. The first four or five characters specifying the volume
serial number of each volume must be identical to the characters specified by the VOLUME= parameter.
The fifth and sixth characters can be assigned to designate individual spool volumes and can be any
characters that are valid in a volume serial number.

Any volume for which the first four to five characters of the volume serial are a value matching the
VOLUME= parameter value on the SPOOLDEF statement is assumed to be a spool volume and should
have an allocated SYS1.HASPACE data set. If however, a SYS1.HASPACE data set is not on the volume,
JES2 issues message $HASP414 and the volume is not used as a spool volume. The data set name must
be SYS1.HASPACE (the default) unless the DSNAME= parameter on the SPOOLDEF statement specifies
a different data set name. (see the description of SPOOLDEF in z/0OS JES2 Initialization and Tuning
Reference for further information on this statement, if required.)

Placement

Spool volumes can reside on any combination of direct-access devices which are supported by JES2
and your operating system. That is, you can have a mix of DASD types and models such as a 3390-2,

a 3390-3, and several 3380s of various models. See Appendix A, “IBM devices supported by JES2

and how to use them,” on page 373 for these device types. Be certain to consider efficient values for
the SPOOLDEF initialization statement parameters BUFSIZE=, TGSIZE=, and TGSPACE=(MAX=) for each
specific device type. Optimal values for DASD types and models are presented in Table 98 on page 374
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and Table 100 on page 375. JES2 utilizes space from each spool volume, ensuring balanced use of all
allocated space. All members of a multi-access spool configuration must have at least one channel path
to the devices containing all spool and checkpoint volumes.

JES2 fully supports UCBs for spool volumes in 31 bit common virtual storage. IBM recommends that the
spool UCBs be defined in common storage above 16 megabyte (Mb). For more information on defining
UCBs, see z/0S HCD Planning.

Through spool-partitioning installation exit routines (which you provide), you can control the specific
volumes to which a job is allocated, thus limiting the number of jobs affected by the failure of a single
spool volume. Also, use the FENCE parameter on SPOOLDEF initialization statement to limit each job to an
installation—defined number of SPOOL volumes. See “SPOOL partitioning” on page 148 for a discussion

of how the SPOOLDEF parameters and Exit 11 and Exit 12 interact to provide your installation with its
required spool partitioning needs.

IBM suggests that each spool volume be entirely devoted to JES2. To allocate other frequently-referenced
data sets on a spool volume would degrade the efficiency of JES2's direct-access allocation algorithm.

Note: All JES2 spool data sets are position-dependent when they are allocated. To prevent a spool
data set from being moved by a utility program, specify each spool data set as unmovable. Do this by
specifying DSORG=PSU on the DCB parameter of each DD statement used to define a spool data set.

Space allocation

Allocate spool data sets as single-extent data sets; if you allocate additional extents, JES2 uses only the
first extent for spool space. Each spool volume must contain a data set named SYS1.HASPACE (unless the
DSNAME-= parameter on the SPOOLDEF statement specifies another name) in order to be used as a spool
volume.

Note: JES2 supports using a data set more than 64K tracks in size up to 1,048,575 tracks.

The unit of direct-access space allocation for JES2 is the track group. Obtain the number of tracks in a
track group is obtained by the following formula:

Number of track / track group = TGSIZE on SPOOLDEF stmt

buffers per track

where: TGSIZE=number of buffers in a track group, and buffers per track is detailed in Table 98 on page
374based on BUFSIZE and device type.

You can allocate spool space by using any valid space specification, but keep the following considerations

in mind:

- To minimize unused DASD space, you should allocate spool space contiguously, because JES2 only uses
the first extent of the spool data set.

« The spool allocation must be equal to or greater than the number of tracks in a track group.

« TRK (track) allocations waste less DASD space than CYL (cylinder) allocations, because you can specify
the allocation as an integral multiple of a track group.

For further information concerning the JCL SPACE parameter and its syntax, see z/0S MVS JCL Reference.

An example of defining spool data sets appears in Figure 37 on page 145.

For multi-access spool configurations, all spool and checkpoint volumes must reside on devices that have
at least one channel path to each JES2 system in the multi-access spool environment. If the multi-access
spool configuration is a member of an NJE network, NJE commands and messages sent among JES2
systems attached to the shared spool are queued on the spool volume. To calculate the number of track
groups normally needed in SYS1.HASPACE for NJE messages, use the following formula:

n2 + n3
Number of track groups =
2
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where n is the number of JES2 subsystems attached to the shared spool.

//ALLOCATE JOB (...),'PREPARE FOR JES2',6MSGLEVEL=1
//ALLOCAT EXEC PGM=IEFBR14

/1%

//SPOOL1 DD DSN=SYS1.HASPACE,UNIT=3390,

// VOLUME=SER=SPOOL1,DISP=(NEW, KEEP),

// SPACE=(CYL,884,,CONTIG),DCB=(DSORG=PSU)
/1%

//SPOOL2 DD  DSN=SYS1.HASPACE,UNIT=3390,

// VOLUME=SER=SPOOL2,DISP=(NEW, KEEP),

// SPACE=(TRK, 13256, ,CONTIG) ,DCB=(DSORG=PSU)
/*

Figure 37. Example of defining and allocating the JES2 SYS1.HASPACE data set

This job assumes a record size (SPOOLDEF BUFSIZE=) of 3992. For other buffer sizes, replace the two
occurrence of 3992 with your buffer size value.

//ALLOCSPL JOB (...),'SPOOL FORMAT',MSGLEVEL=1
//FORMAT  EXEC PGM=IEBDG

/%

//SPOOL DD DSN=SYS1.HASPACE,UNIT=3390,

// VOL=SER=SP0OOL2,DISP=(NEW,KEEP) ,

// SPACE=(CYL,884,,CONTIG),

// DCB=(DSORG=PSU, RECFM=U, BLKSIZE=3992)
/1%

//SYSPRINT DD SYSOUT=A

//SYSIN DD *
DSD OUTPUT=(SPOOL)
FD NAME=SPOOL,FILL=X'FF',6LENGTH=3992
CREATE NAME=(SPOOL),QUANTITY=99999999
END

/*

Figure 38. Example of allocating and formatting a SPOOL volume before starting it

Defining SPOOL space

Effective use of the JES2-managed spool data sets and subsequent performance of JES2 is based on
correct control of the JES2 spool volumes. Spool partitioning, use of track celling, and use of marking bad
tracks unavailable are effective spool management techniques.

SPOOL allocation

During any of the stages of processing, a job can allocate spool space. The logical record length (LRECL) of
the spool allocation is dependent on the device that performs the allocation. Table 46 on page 145shows
the maximum LRECL for various devices.

Table 46. Maximum spool LRECLs

Source Type Length

BSC/RIJIE Input 80
Punch* 80
Print** 32K

SNA/RJE Input 254
Output*** 32K

Local Input**** 80
Output 32K

INTRDR Input 32K
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Table 46. Maximum spool LRECLs (continued)
Source Type Length
NJE Input 32K
Output 32K
External Writer Output 32K
TSO/E submits Input 80
*

LRECL is 81 with ASA or machine control.
*%

Truncated to PRWIDTH.
KKk

This is LRECL written to spool. Maximum transmitted LRECL is 255.
*kkk

Truncated based on device type.

Controlling SPOOL space

Use the SPOOLDEF initialization statement to define your system-wide spooling environment. All
parameters on this statement can be displayed by using the $D SPOOLDEF operator command, and
several can also be modified by the $T SPOOLDEF command. However, if modified, JES2 does not

honor the changed parameter values across a JES2 restart, with the exception of the FENCE= parameter
specification. (See z/0S JES2 Commands for a description of these commands.)

The SPOOLNUM= parameter on the SPOOLDEF statement specifies the number (1 - 253) of JES2 spool
volumes available to your complex. Be aware that as you do increase this value above 32, each
additional 32 volumes uses 8 times the JOBNUM= specification additional bytes in the JES2 address
space. (JOBNUM= is a parameter on the JOBDEF statement.)

Spool volumes are allocated in multiples of 32 only. If you specify other than a multiple of 32, the value is
rounded up to the next multiple of 32 not to exceed the maximum number of spool volumes (253). JES2
will automatically decrease SPOOLNUM to 253 if the value specified is 254, 255, or 256. All specified
values greater than 256 use the default for SPOOLNUM, which is currently 32. Also, if you specify other
than a multiple of 32, JES2 returns the rounded spool number value in response to the $DSPOOLDEF
operator command. For example, if you previously specified SPOOLNUM=37, JES2 allocates 64 spool
volumes and displays 64 in response to the display command.

To specify the size of the track group map (TGM) use the TGSPACE=(MAX=) parameter on the SPOOLDEF
statement. JES2 automatically compresses the TGM whenever a spool volume is deleted. This prevents
various-length entries from fragmenting TGM space and preventing the use of all available track groups.
To keep the operator informed of the current status of track groups on a particular volume, JES2

issues messages $HASP850 and $HASP851 when spool volumes are either added or deleted. Use this
information to monitor spool volume usage.

Defining the allocation IOT

The track group allocation entries (TGAEs) and peripheral data definition blocks (PDDBs) are contained in
the allocation IOT (input/output table). The allocation IOT must fit on a single (4K) page of storage. See
Figure 39 on page 147 for a representation of the allocation IOT while reading the following discussion.
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SECONDARY

ALLOCATION IOT ALLOCATION 10T
IOB IOB

IOT DATA } = 288 bytes IOT DATA
TRACK " [
GROUP -

ALLOCATION t = Minimum of 50 TRACK
ENTRIES ; GROUP
* PDDB » Dependenton  § ALLOCATION
- PDDB - . BUFSIZE = ENTRIES
* PDDB* h

- L

For an Allocation 1CT;
Minimum Fixed 10T Size = 288 bytes
Space for PDOB's = BUFSIZE - 288 byies - (50 X TGAE size)
Number of TGAE's = (reminder from previous divide/TGAE size] + 50

For a secondary Allocation 10T
Mo PDDBE's are dllocated
Fixed ICT Size = 288 bytes
Number of Trace Group Allocation Enfries = (BUFSIZE - 288) /3

Figure 39. Allocation IOT and minimum storage requirements

Track group allocation entries (TGAE) identify the spool data set on which the track groups reside

and the specific track groups within the spool data set. Each TGAE represents a single MTT (the spool
allocation unit) or MQT. The allocation IOT contains a list of all TGAEs allocated to this job and data set.
JES2 determines and reserves the amount of space within the allocation IOT for the TGAEs. Space for 50
TGAEs is the minimum reserved. Each TGAE is three or five bytes of information: the first byte contains
the extent upon which the track group resides, and the other two or four bytes identify the relative track
number within the specified extent.

Peripheral data definition blocks (PDDBs) also reside in the allocation IOT. These are required to
describe the characteristics of the output data within your system. The number of PDDBs that the
allocation IOT can hold is determined by the buffer size you have previously specified with the BUFSIZE
parameter on the SPOOLDEF statement. See Appendix A, “IBM devices supported by JES2 and how

to use them,” on page 373 for information on and recommended values for specific device types to
maximize storage and device utilization.

If a job uses all the TGAEs available within the allocation IOT, JES2 obtains a second spool record, the
secondary allocation IOT. Except for the IOT data area, the entire secondary allocation IOT contains
TGAESs; additional tables are constructed if required. As many secondary allocation IOTs are built as
required. These are chained in a push down stack which allows the most recently built IOT to be the most
readily accessible (it likely resides in central storage whereas any older IOTs have likely been written to
spool). In this manner, JES2 minimizes spool I/O and maximizes performance.

For spin data sets, JES2 reserves the maximum space possible for TGAEs. Only one PDDB is required for
spin data sets; this minimizes the possibility of needing a secondary allocation IOT to contain the TGAEs.

Defining the track group maps

Two track group maps are defined to JES2: the master track group map and the “badtrack” map
defining those tracks specified as bad by JES2. Use the TGSPACE=(MAX=) parameter on the SPOOLDEF
initialization statement to define the number of track groups in your JES2 complex. The maximum value
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is 132,649,472; however, the realistic limit is determined by your virtual storage limitations. The rounding
factor is 16288.

Note: If the number of track groups you have allocated on each spool volume is not divisible by 8, there is
a discrepancy between the maximum allocatable track groups and the sum of the allocated track groups
plus the number of track groups available.

Use the $T SPOOLDEF command to modify the TGSPACE=(MAX=) parameter; therefore, you can increase
the number of track groups as current system usage requires. In this manner, the operator can
dynamically add spool volumes with the $S SPOOL command to a maximum of 253 spool volumes.
Decreasing this value requires a JES2 cold start. (See “Dynamic addition and deletion of SPOOL volumes”
on page 150 and z/0S JES2 Commands for further information on this procedure.)

SPOOL partitioning

Spool partitioning is a facility provided within JES2 that permits the explicit identification of spool
volumes from which a particular job or job class can allocate track groups. This facility is also referred to
as spool fencing.

Spool partitioning can be a useful tool to your installation, especially if you anticipate future changes to
your spool configuration. Standard JES2 processing allows all jobs to allocate track groups on all available
spool volumes; therefore, the deletion of a single volume can involve many jobs. Isolation of long-running
jobs, frequently-referenced system jobs, or jobs frequently put into HOLD status for long periods of time
to one spool volume (or a small number of spool volumes as specified on SPOOLDEF FENCE=) can greatly
benefit future spool volume reconfiguration. Also, if only particular volumes are allowed to allocate track
groups to these types of jobs, the status of other volumes can be changed more easily, as required.

The use of spool partitioning is also a tool that is useful for increasing JES2 performance. Isolating
frequently-run system jobs on separate volumes increases JES2 performance by permitting access to
other volumes containing user-defined work. The manner in which you define spool partitioning to JES2
follows. The SPOOLDEF initialization statements and two installation exits, Exit 11 and Exit 12, provide
methods for accessing and setting the spool partitioning mask work area. This allows the installation
to assign masks based on, for example, JOBCLASSes or JOBNAMEs. You need to determine installation
policy to compromise between performance and limiting the impact of a failure. For more information on
installation exits, see z/0S JES2 Installation Exits.

JES2 processes your fencing requirements based on the number of volumes you specify and the system
affinity to those volumes.

« Volume Limits: JES2 will fence a job to an installation—defined number of volumes. In this form of
fencing, the job starts with a zero spool partitioning mask work area. As the job allocates spool space,
each volume used will correspond to a bit set in the mask. The job will be forced to use only volumes
listed in the mask. Minimum fencing is defined as setting the volume limit to "1".

« MAS member association: Each spool volume has masks of systems that can allocate space on that
volume. Jobs will be limited to the spool volumes associated with a system. You assign spool volumes
to particular systems by using the $T SPOOL command. (There are no initialization options to do this.)

You must assess the benefits and drawbacks of spool partitioning and determine whether it would be
to your advantage to use it in your spooling environment. Not using spool partitioning at all can provide
increased performance because all jobs can allocate space on all volumes. However, not using spool
partitioning can also cause severe performance degradation in some cases. For example, if frequently-
referenced and long-running jobs are spread across all spool volumes your system might experience
spool contention.

In most cases, using spool partitioning increases hardware processing reliability and is more likely to
increase performance if you correctly isolate frequently-referenced jobs. Review the following sections,
the descriptions of the initialization parameters controlling spool partitioning in z/0S JES2 Initialization
and Tuning Reference, and the material concerning Exits 11 and 12 in z/0S JES2 Installation Exits before
using these facilities to modify your spooling environment.

The following section provides a discussion of the initialization statements and the installation exits
affecting spool partitioning, their interaction, and some examples.
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Using the FENCE parameter to partition SPOOL volumes

The FENCE parameter on the SPOOLDEF statement further defines the spooling environment by
controlling the partitioning of the spool volumes. Use the FENCE parameter to tell JES2 how

to partition spool volumes when performing I/O operations. If fencing is turned off, then jobs

that have already obtained some spool space when fencing was active will not be fenced. Use
FENCE=(ACTIVE=YES,VOLUMES=nnn) to indicate that all space that a job requires will be allocated from
"nnn" volumes. (FENCE=(ACTIVE=YES,VOLUMES=1) is equivalent to FENCE=YES in prior releases.) These
volumes are determined by JES2 as the first available volume from which this job can allocate space;

this is determined by the setting of the spool partitioning mask work area. The spool partitioning mask

is set with bits on to indicate the spool volumes from which the job can allocate space. If you specify
FENCE=(ACTIVE=NO,VOLUMES=nnn), the spool partition mask will not indicate any available volumes (no
bits are set on). JES2 sets all the bits on (indicating that all volumes are usable) and no spool partitioning
is permitted; the space these jobs require is allocated across all available spool volumes.

Although, FENCE=(ACTIVE=YES,VOLUMES=nnn) indicates that JES2 will fence to nnn volumes in most
cases more than one nnn volume can be used in certain situations such as when spool volumes fill or if
the job obtains spool space on different systems as it goes through different phases. JES2 will allocate
space from a subsequent volume(s) when, and if, the "nnn" volumes become full. At that time, JES2 will
allocate track groups from the next available volume based on any other criteria that you have defined.

Associating SPOOL volumes with MAS members

JES2 uses a control block, the BLOB, to provide rapid access to spool space for running jobs. By
associating spool volumes to systems in a mask, there will be a limit to the entries the BLOB can hold.

For example, you have a MAS where you specify:
SPOOLDEF FENCE=(ACTIVE=YES,VOLUMES=2)

Member A has spool affinity for volumes 1,2, and 3. Member B has spool affinity for volumes 1,2, and 4.
A job converts on Member A and uses volumes 1 and 3. The job then executes on Member B. The job
will potentially use space from three volumes before the fencing limit of 2 is reached. Because Member
B does not have affinity for volume 3, the job will be allowed to get spool space from Volume 1 and
either Volume 2 or 4 before the fencing limit is reached. A similar situation to this could occur if all spool
volumes with affinity for the member temporarily fill and a job begins using space from a volume without
affinity for the member.

See the FENCE= parameter on the SPOOLDEF statement in z/0S JES2 Initialization and Tuning Reference
for how to use this parameter.

Refining spool volume selection

You can further refine spool volume selection by using JES2 installation Exits 11 and 12. See z/0S JES2
Installation Exits for information about these exits.

Allocating tracks and track cells

Specify the manner in which the tracks of the volumes are allocated and subdivided into physical records
by specifying the BUFSIZE=, TGSPACE=(MAX=), and TGSIZE= parameters on the SPOOLDEF initialization
statement.

The tracks are also subdivided into track cells, which are sets of JES2 buffers (physical records) grouped
together on a spool volume in a logical order. Indicate the number of records in each track cell by
specifying the TRKCELL= parameter on the SPOOLDEF statement during initialization. If the track-cell
method is used for despooling data, each track cell that is to be sent to a printer, rather than each spool
buffer, can be taken from the spool volume in one operation; thus, it is not necessary to have a separate
I/0O operation for each spool buffer.
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Handling defective track groups

JES2 isolates bad track groups encountered on JES2 spool volumes. When an unrecoverable I/O error
occurs, the operator receives message $HASP094 that identifies the address of the track where the error
occurred. During purge processing, track groups that are allocated to the job or data set are normally
returned to the pool of available track groups; the defective track groups are not returned. To return a
defective track group to service, JES2 attempts to recover that track group. If the recovery is successful
for all the tracks on a track group, that track group will be returned to service. The verification takes
place when the job that encountered the I/O error is purged and during a warm start. To cause JES2 to
remember bad tracks across a cold start, identify them using the BADTRACK initialization statement(s).

Migration of a SPOOL volume

Spool volumes can be moved or merged from a current volume to another volume using the SPOOL
migration process. This can be used as an alternative to deleting a spool volume that is no longer needed.
For more information, see z/0S JES2 Commands.

Dynamic addition and deletion of SPOOL volumes

The spool is the repository for all input jobs and most system output (SYSOUT) that JES2 manages.
Because of fluctuating workload requirements, such as month-end processing, your installation might
need to add spool space, or for maintenance reasons such as I/O errors, hardware failure, or utilization
needs, you might need to delete idle spool packs. In order to optimize system availability, JES2 provides a
facility to dynamically add and delete spool data sets. Through the use of operator commands ($S SPL, $P
SPL, and $Z SPL) spool data sets can be added, drained, or halted without interrupting JES2 processing.

Spool data sets can be managed by the operator without affecting the normal processing of work, or

any accompanying online system or processor availability. Therefore, the operator has the flexibility of
adding or deleting spool data sets to meet your installation's varying workload needs. This facility permits
multiple addition and deletion of spool data sets simultaneously, provided the maximum of 253 spool
data sets is not exceeded at any one time. (Your maximum number of data sets can be less than 253.
This number is dependent upon your JES2 track group size, JES2 buffer size, and the amount of space
allocated on each spool data set.)

On a cold start, all mounted volumes whose first four or five characters match the VOLUME= parameter on
the SPOOLDEF statement and contain the JES2 data set SYS1.HASPACE are automatically started. Spool
volumes that do not contain the SYS1.HASPACE data set that are required for processing can be started
dynamically in the future by use of the operator commands after the SYS1.HASPACE data set has been
added to that volume.

Following a warm start, JES2 restores the status of the spool configuration. A spool data set can be
deleted at an all-member warm start if that data set is not available (for example, the volume is not
mounted). However, if you delete a spool data set during an all-member warm start, you will lose all

work which resides on those spool data sets (which can include: JESNEWS and spooled messages). If the
data set is put into inactive status by the operator response (GO) to the $HASP853 message, all work on
that data set can later be recovered by the $S SPL command. However, if the data set is drained by the
operator response (PURGE) to the $HASP853 message, all work on that data set is lost.

The operator can use the $D SPL command to display the status of the data set and the jobs currently
using a specific data set. The operator should be aware of the contents of a spool data set before deleting
it. The deletion of a spool volume will not complete while jobs allocated to that volume are active in

one of the phases of job processing. For example, if jobs allocated to the volume are in execution, the
deletion command will not complete until the job finishes execution. Never- or seldom-ending jobs such
as SYSLOG, IMS, CICS” and VTAM® generally must be given special consideration. You must establish
procedures to prevent such situations from occurring, and, if appropriate, establish procedures to handle
redistribution of long-running jobs and system data sets. Refer to “Performance considerations and
recommendations” on page 153 for the description of device partitioning procedures. Additionally, the $D
J,SPOOL command will display those data sets which are currently allocated to specific jobs.
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Status of SPOOL volumes

A spool volume is classified as having one of six status types, dependent upon whether it can be used to
perform work and its ability to allocate or deallocate spool space. These status types and their definitions
are presented in Table 47 on page 151.

Table 47. Spool volume status types and definitions

Status

Explanation

ACTIVE

The spool volume is in use. Allocation and deallocation of spool space is permitted.
The volume is allocated to all systems in the multi-access spool complex.

STARTING

The spool volume is not yet ACTIVE. It is in the process of dynamic allocation or
formatting. During this time, the volume is being dynamically allocated to each system
in the multi-access spool complex. Allocation or deallocation of spool space is not
permitted.

DRAINING

Jobs already residing on the volume are selectable for processing; also deallocation of
spool space is permitted. Allocation of new spool space is not permitted. The volume
must be completely empty before the drain process can complete. When the volume
is completely empty, the volume will be dynamically unallocated to all systems in the
multi-access spool complex. The spool volume then becomes DRAINED.

DRAINED

The spool volume is completely empty and unallocated, that is, no allocated spool
space remains on the volume, and the volume is unallocated to all systems in the
multi-access spool complex. The volume is no longer known to JES2.

HALTING

The spool volume stops allocation of space and does not select new work. Currently
active work (that is, executing, printing, punching, and so on.) is allowed to complete
that phase. When all currently active work on the volume completes, the volume will
be dynamically unallocated to all systems in the multi-access spool complex. The
spool volume then becomes INACTIVE.

INACTIVE

The spool volume can contain allocated tracks, but does not permit further allocation
or the processing of currently allocated tracks. The volume has been unallocated on all
systems in the multi-access spool complex and can be removed by the operator.

MAPPED

The volume has been migrated to a separate volume and is being tracked until all jobs
using the volume are deleted. The data set/volume is not allocated or in use by JES2.
All data exists on the target volume.

Table 48 on page 151 summarizes the characteristics of the six status classifications of spool volumes:

Table 48. Summary of spool volume status characteristics

STATUS* IN USE* ALLOCATABLE* SELECTABLE*
STARTING No No No
ACTIVE Yes Yes Yes
DRAINING Yes No Yes
DRAINED No No No
HALTING Yes No No
INACTIVE No No No
MAPPED Yes No Yes
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Table 48. Summary of spool volume status characteristics (continued)
STATUS* IN USE* ALLOCATABLE* SELECTABLE*
*
STATUS
The spool volume status
IN USE
Active jobs are using space on the volume
ALLOCATABLE
New spool space can be allocated on a spool volume
SELECTABLE
Jobs that have space on a spool volume can be selected for JES2 processing

Addition of SPOOL volumes

Spool volumes are added either at a cold start or dynamically through use of operator commands (refer to
z/0S JES2 Commands for specific command usage). You can define a maximum of 253 spool volumes to
JES2 at any one time. If the dynamic addition of another spool volume is attempted (thereby exceeding
the maximum of 253 spool volumes) the command will be ignored, the volume will not be added, and
JES2 issues message $HASP411 to the operator.

If however, the maximum of 253 spool volumes is exceeded during a cold start, JES2 issues a message
informing the operator that more spool volumes were found than expected from the SPOOLNUM=
specification on the SPOOLDEF initialization statement. Then, the operator can determine whether to
end initialization. To display the contents and count the number of defined spool volumes the operator
can issue the $D SPL, ALL command. All volumes listed (to include those in draining status) should be
included in your count. Only after such volumes are completely drained are they considered undefined to
JES2.

The operator can issue the $S SPL command to add (and format) a new spool volume or return an inactive
volume to the configuration. The SPOOL data set on the new SPOOL volume can be pre-allocated or
created by JES2 by using the SPACE= parameter on the $S SPL command. During the addition phase of a
spool volume, other processing within the system continues normally.

Deletion of SPOOL volumes

Spool volumes can be deleted dynamically by the operator as required to meet your installation's
requirements. The operator can either halt ($Z SPL) or drain ($P SPL) entire spool volumes.

Some considerations must be recognized and proper precautions must be taken to prevent improper
usage of the spool volume deletion commands. If the volume being deleted (halted or drained) contains
spooled or remote messages or the JESNEWS data set, they are automatically moved to another volume;
however, this process might not be immediate. Spooled remote messages and SYSOUT are moved from
the draining volume when they become the lowest-numbered job on the volume. Also, if there are no
active volumes available for these data sets, the deletion process will not complete until an active volume
is available to accept them.

The $Z SPL command can be used to allow only currently active work to complete its current phase.

No new work is selected, and no new tracks can be allocated. A volume is classified as halting until

the currently active workload on the volume has completed the current phase of job processing and the
volume is unallocated to all systems in the multi-access spool complex. When complete, the volume is
classified as inactive. However, the operator can display information about the volume or individual jobs
on that volume. You must issue a $S SPL command to bring the volume back into the JES2 environment.

The $P SPL command prevents any available tracks from being selected for allocation. Until all jobs
currently allocated to the volume have completed all phases of job processing the volume is considered
to have a status of draining. The spool volume is drained when no allocated spool space remains on that
volume, and the volume is unallocated to all systems in the multi-access spool complex. When the spool
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volume is drained, JES2 does not retain any information concerning that volume. Therefore, the operator
cannot display information about the volume.

The CANCEL operand can be added to the drain command ($P SPL) to cancel and deallocate all
cancellable jobs on either an active or inactive spool volume. All jobs and SYSOUT will be deleted

from the volume; any spooled remote messages and the JESNEWS data set (if present) are automatically
moved to another volume. As with the $P SPL and $Z SPL commands, the removal of these items might
not occur immediately. Also, if any data sets residing on another volume belong to a job being canceled,
they are also purged. JES2 issues message $HASP890 to inform the operator of all such jobs. All other
resources are recovered.

You can use the $P SPL,CANCEL command to drain an inactive volume and purge all jobs allocated to it.
This can result in lost track groups on other volumes. Any lost space can be recovered at an all-member
warm start or the JES2 automatic spool reclamation function will recover them within 1 week, whichever
occurs first. If the spool volume can be remounted, the $S SPL,P,CANCEL command will prevent the loss
of spool space.

Before reusing a spool volume, you should erase (overwrite with binary zeros) the volume. This avoids any
inadvertent disclosure of classified or sensitive information.

Attention: If all spool volumes are deleted, JES2 will not be capable of performing any work. For
information concerning the use and syntax of the various operands that can be used with spool volume
configuration commands, see z/0S JES2 Commands.

Performance considerations and recommendations

You need to be aware of several performance considerations when taking advantage of the dynamic
addition and deletion feature of spool volumes. You must review the following recommendations to avoid
serious performance degradation.

Spool partitioning (that is, explicitly limiting or identifying the spool volumes from which a particular job is
permitted to allocate track groups) can be a useful tool when future alteration of the spool configuration
is anticipated. Because standard JES2 processing allows all jobs to allocate track groups on all available
spool volumes, the deletion of a single volume can involve many jobs. Isolation to an installation—defined
number of volumes of long-running jobs (or jobs frequently put into hold status for long periods of time)
to one spool volume (or as few as possible) can greatly facilitate future spool volume reconfiguration. If
however, only particular volumes are allowed to allocate track groups to long-running jobs or jobs often
put in hold status, for example, the status of other volumes can be changed as required more easily.

Use the IBM-supplied Exit 11 and Exit 12 to take full advantage of the dynamic addition and deletion
of spool volumes without degrading performance. See z/0S JES2 Installation Exits for information about
these exits.

The spool offload facility can also be used to facilitate the deletion of a volume. Jobs and SYSOUT residing
on the volume to be drained can be offloaded to an offload data set, and reloaded at any future time. If
needed, these data sets can be reloaded immediately; they will reside on other spool volumes because

a halting or draining volume cannot allocate space. (See “SPOOL offload facility” on page 157 and z/0S
JES2 Commands for further information on the spool off-load facility.)

Copying a SPOOL volume

Because of the manner in which SPOOL volumes and the checkpoint data set interact and because of
their constant state of flux as JES2 updates them with job and output status, you cannot copy a SPOOL
volume on a live system to another location and expect to preserve system integrity. Any attempt to
copy and use a SPOOL volume can lead to JES2 problems and will render the copied data out of date
and useless. The checkpoint data set is the map into the SPOOL volumes, contains all the job queue
elements (JQEs), and job output elements (JOEs) which then point to the related job and output data on
SPOOL. The relationships between the checkpoint and the SPOOL volumes must remain unaltered; any
such changes will introduce errors and JES2 will eventually lose track of current jobs and output.

If you need to drain a SPOOL volume on one system and reload on another for disaster recovery,
migration, or other needs, use the JES2 SPOOL offload facility. See “SPOOL offload facility” on page
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157. This is the only supported means to perform a function similar to a copy, and it exists to lessen
release-to-release or cold start impact.

Note: IBM suggests that you do not place your checkpoint data set(s) on a SPOOL volume for
performance reasons. If you need to move your checkpoint data sets, be aware that you must use

the checkpoint reconfiguration dialog. See “Checkpoint reconfiguration: An overview” on page 199 for a
complete description of your use of the checkpoint dialog.

Recovering from SPOOL volume failure

If a spool failure occurs, JES2 halts all paths to each spool volume in error the next time data is requested
from that system. If an I/O request to a spool volume fails for some other reason, you can enter the $Z
SPL command to halt the volume. JES2 allocates spool space from the active volumes only. When you
performs an all-member warm start on all the active spool volumes, JES2 issues the $HASP424 message
to indicate that the halted spool volume is not mounted. Then JES2 issues the $HASP853 message, to
which the operator must reply GO, PURGE, or QUIT. Reply:

« GO if the volume can be recovered. JES2 mounts the volume in an inactive state: jobs previously
allocated from this volume are not available for processing until the spool volume is started when an
operator enters the $S SPL command.

Note: If JES2 is interrupted during spool validation (through either an ABEND or a re-IPL), JES2 does
not provide the GO option to the operator.

« PURGE only if the spool volume is permanently damaged. JES2 removes all jobs with any space
allocated from that volume.

Use this response only if the volume cannot be recovered. JES2 does not issue any messages to
indicate that all these jobs have been purged from the system.

Note: If JES2 issues message $HASP424 when recovering from a spool failure, generally, you will
respond PURGE to $HASP853. However, if you are uncertain if the volume is permanently damaged and
want to keep the system running until you have verified its status, reply GO. If you later determine that
the spool volume is lost, you can re-IPL and then reply PURGE to $HASP853.

« QUIT ends JES2.

The $D JOBQ,SPL=(V=volser) command displays all jobs currently allocated on the spool volume. If you
enter GO in response to the $HASP853 message, you can enter this command to examine the spool's
contents when you have started the volume.

The $D A,ALL,X,DEV,V=volser command displays all jobs that are active and have space on the spool
volume.

Use the FENCE=(ACTIVE=YES,VOLUMES=nnn) option on both the SPOOLDEF initialization statement and
the $T SPOOLDEF command to minimize the effect of a permanently damaged spool on jobs in your
installation. When FENCE=(ACTIVE=YES,VOLUMES=nnn) is specified, JES2 allocates all track groups for
a job from the installation specified number of volumes. If the FENCE= parameter is not used, JES2
allocates track groups for each job from all volumes available in the installation. If a volume fails on an
installation that does not use fencing, that installation is likely to lose the majority of jobs on spool. For
more information, see “Using the FENCE parameter to partition SPOOL volumes” on page 149.

In addition, JES2 installation exits 11 and 12 can limit the spool volumes from which a job can allocate
space. For more information, see z/OS JES2 Installation Exits.

Replacing a damaged spool volume

If a permanently damaged spool volume has been replaced by a new volume, trying to start the new
volume using the $S SPOOL command can fail and return message $HASP401. This error occurs if the
new spool dataset is not at precisely the same location as the original dataset.

To avoid this error, you must ensure that the new spool dataset has the same attribute values as the
original dataset, as follows:

1. List the original attribute values, which are stored on the JES2 checkpoint:
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$DSPL (SY60JA) ,UNITDATA
$HASP893 VOLUME (nnnnnn) UNITDATA=(EXTENT=00, TRKRANGE=(002D,
$HASP893 826D) ,RECMAX=12, TRKPERCYL=15)

2. Use the attribute values to locate the new spool dataset at the same location as the original:

Start track: X'002D' or 45
Last track: x'826D' or 33 389
Extent size: 33 389 - 45 + 1 = 33 345

3. Use the values to reallocate the new spool dataset on the spool volume:

//STEP1 EXEC PGM=IEFBR14
//DD1 DD DSN=SYS1.HASPACE,DISP=(,KEEP),UNIT=3390,
// VOL=SER=SY60JA, SPACE=(ABSTR, (33345,45))

4. Rerun the $S SPOOL command.

SPOOL performance considerations

You can improve the performance of spool data sets through:

« “Selecting SPOOL devices” on page 155
 “Allocation of SPOOL space” on page 156

« “Track celling” on page 156.

Selecting SPOOL devices

When selecting devices for spool volumes, consider that the volume(s) which contain JES2 control blocks,
job input and output data, and spool message queue records (for remote terminals) should go on a device
that has reasonable speed and good capacity, such as a 3390. Do not use DASD intended to transmit

bulk data. SYS1.HASPACE is the default name of this data set; you can rename the data set through

the DSNAME= parameter on the SPOOLDEF initialization statement. You can define from 1 to 253 spool
volumes with the name SYS1.HASPACE to use as JES2 spool. The BUFSIZE= parameter on the SPOOLDEF
initialization statement defines the length of each record.

For best performance, it is desirable to dedicate spool volumes (that is, do not share a volume with paging
data sets or other data sets). If there is more than one spool device, they should be put on separate
channels. The channel need not be dedicated, however, because JES2 channel utilization is low. The

$S SPL,FORMAT command, however, does result in extremely high channel utilization, but this is only a
temporary condition, lasting for the duration of spool formatting.

You can enhance the performance of spool volumes through the use of cache controllers that provide
high-speed buffered data. In particular, the 3990-3 cache controller provides JES2 spool volumes with:

« Larger cache memory sizes

» Non-volatile storage (allowing the high-speed buffering of DASD writes and DASD reads)

« Image copies of DASD devices.

The cache is a large electronic buffer that provides quick channel access for data that is currently in use
and already stored on DASD. DASD Fast Write is a method of reading from and writing to the data stored
in these caches. If you define spool volumes to enhance performance by spreading I/0O across different
volumes, DASD Fast Write allows you to define fewer large spool data sets without having high I0S queue

times (the span of time between when a JES2 member requests 10 and when that IO is processed). By
reducing the amount of DASD supporting JES2, you can reduce costs at your installation.

JES2 spool performance can also be enhanced by using a parallel access volume (PAV). PAV allows
multiple concurrent I/Os to a single data set. JES2 SPOOL I/0 is designed to take advantage of this
feature.

Note: IBM suggests running RMF DASD reports to indicate JES2 spool volume performance.
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Allocation of SPOOL space

JES2 allocates spool space for a job by dividing each spool volume into track groups. A track group
consists of one or more DASD tracks. JES2 allocates spool space to a job one track group at a time.
When a given track group is exhausted, JES2 allocates the next track group as close to the perimeter of
the device as possible on the spool volume. Track groups are obtained from eligible spool volumes on a
rotational basis to balance spool I/0. Seek time is therefore minimized.

The TGSIZE= parameter on the SPOOLDEF statement controls the number of JES2 buffers in a track
group. JES2 uses this value to calculate the size (in tracks) of a track group for each spool device. Track
group size is rounded to the minimum integral number of tracks that can contain TGSIZE buffers (each set
to the BUFSIZE= specification on the SPOOLDEF statement). In an environment with mixed spool devices,
it is best to specify a value for TGSIZE= that results in consistent spool space allocation for each job
regardless of the device type.

Small values for TGSIZE= might cause an excessive number of track group allocations per job. Large
values for TGSIZE= might waste spool space and increase seek time. See the descriptions of BUFSIZE=,
TGSIZE=, and TGSPACE=(MAX=) parameters on the SPOOLDEF statement in z/0S JES2 Initialization and
Tuning Reference for more information on the specification of these parameters, allocation of spool space,
and their relation to maximizing device utilization and overall system performance.

Track celling

JES2 uses track celling to maximize its efficiency of performing I/O operations on the spool.

Track cells are sets of JES2 buffers, or track records, grouped together in a logical order on a track. The
TRKCELL= parameter on the SPOOLDEF initialization statement indicates the number of records in each
track cell. When track celling is used, each track cell that is to be sent to a printer, rather than each record,
can be taken (despooled) from the spool volume in one operation. Track celling can be used to reduce
spool contention. Note that track-cell despooling is used for local and functional subsystem (FSS) printers
only; it is not used for remote job entry (RJE), network job entry (NJE), or the process SYSOUT (PSO)
interface.

There are three ways JES2 performs despooling

« Single record reads (no track celling)
- Standard track celling
« Advanced track celling

Standard trackcelling is recommended particularly for high-speed printers operating under the control of
a functional subsystem. This is particularly recommended for page-mode data sets that contain graphic
images. However, track-cell despooling is not required or appropriate for low-speed printers such as the
3820. By not using track celling for these devices, considerable storage is saved in the FSS address space
and in central storage. Therefore, JES2 sets the default for printers to not use track-cell despooling. If an
installation requires the option, it must overtly request it by initialization statement, that is, you must add
TRKCELL=YES to the PRT(nnnn) statement. To prevent performance degradation, TRKCELL=YES must be
specified for all high-speed printers running under the control of an FSS.

Standard track celling can be used if the following two qualifications are met:

« The SYSOUT class must be one for which track celling was specified through the OUTCLASS(v)
initialization statement.

« TRKCELL=YES must be specified for the printer on the PRT(nnnn) initialization parameter.
Both nonimpact and impact printers can have the track-cell despooling capability.

The standard track-cell method of despooling can affect the efficiency of both the system and the
printers. A printer employing track-cell despooling fixes its buffers and the channel program used to send
the data from the buffers to the printer. This storage is not used for anything but sending output to the
printer, thereby reducing the number of pages fixed and freed by the MVS system. (The size of this fixed
storage area depends upon the SPOOLDEF statement parameters, BUFSIZE= and TRKCELL=.) If too high
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a value of TRKCELL= is specified, too much central storage capacity is lost because of the increase in the
amount of fixed-buffer storage. This can result in decreased system performance.

Specification of TRKCELL= can potentially leave short track cells at the end of each track. These track
cells will be allocated to data sets of a SYSOUT class that does not have the track-cell characteristic
(TRKCELL=NO) specified on the OUTCLASS(v) statement.

If, after allocating as many track cells as possible per track, at least TRKCELL/2 records remain, then
these remaining records are also considered to be a track cell. These short track cells detract from the
full performance benefits of track celling, but they do allow greater utilization of DASD space. However,
if after allocating as many track cells as possible per track, less than TRKCELL/2 records remain, then
these remaining records can be allocated to non-track cell data sets within the job. But because these
records have a rather high (job dependent) probability of not being assigned to non-track cell data sets,
the under—utilization of DASD space may result.

Ideally, specification of TRKCELL= should divide evenly into the number of records in a track group
(TGSIZE=) for all spool volumes to provide the greatest DASD utilization. See Appendix A for
recommended TRKCELL= values based on device type.

When choosing a value for TRKCELL=, note that during print processing the value specified for TRKCELL=
is also the number of JES2 buffers that will be fixed into central storage (twice as many are fixed when
RDBLBUFR=YES parameter on the PRINTDEF statement is specified); these pages will not be available to
the rest of the system for the duration of the output. These buffers would normally be fixed by the MVS
I/O supervisor during print processing; however, to reduce the overhead of constantly fixing and freeing
these pages, JES2 leaves them fixed.

Advanced track celling is an internal JES2 process of grouping track group buffer sets. Each set holds an
entire track group worth of data, and JES2 reads the entire track group into a buffer. Also, SPIN data sets,
SYSIN data sets, and SYSOUT data sets from NJE are candidates for both standard and advanced track
celling.

SPOOL offload facility

Spool is the primary medium for all JES2 data. All input jobs and system output (SYSOUT) are stored on
the spool. JES2 gives your installation the capability to offload (transmit) data from the spool to a data set
and later reload (receive) from the data set to the spool. The spool offload facility can use either tape or
DASD as the offload medium.

Spool offload eases the migration from release to release by lessening the impact of a cold start. The
facility provides a release-independent means of moving the data on the spool between releases.

Note that spool transmissions can contain clear text versions of all JOB statements. If they are not
properly secured, unauthorized discovery of RACF userid and passwords could occur.

Overview
The spool offload facility is useful when performing the following tasks:

 Preserving pre-execution jobs and SYSOUT across a cold start by migrating your installation to another
release of JES2.

Relieving a full-spool condition during high-use periods; you can reload at a later time.

Converting to another DASD type for spool.

Backing-up spool data sets.

Backing-up NJE connections.
The following topics explain how to use the spool offload facility, providing details on:

« “Defining the offload facility” on page 158.
« “SMF record summary: transmitting and receiving jobs and SYSOUT” on page 160.
- “Offloading all pre-execution jobs and SYSOUT” on page 160.
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« “Reloading all pre-execution jobs and SYSOUT” on page 164.

« “Offloading selected jobs and SYSOUT” on page 165.

« “Reloading selected jobs and SYSOUT” on page 167.

« “Using the SPOOL offload facility for networking” on page 169.

Defining the offload facility

Spool offload uses the order and format of NJE records and BSAM (Basic Sequential Access Method)
processing to perform I/0 to either tape or DASD data sets. Transmitter and receiver logical devices act
as a connection between the spool and the offload data set, passing noncompressed data back and forth.
JES2 allows more than one transmit or receive operation active at a time. Be certain to protect offloaded
data by defining the offload data set to RACF. During the offload process RACF ensures that the owner of
the SYSOUT data has access to the offload device and on reload ensures that the proper data is reloaded
before writing it to spool. You must ensure that your local node is defined to RACF, so that your SYSOUT is
reloaded with the proper userid. For more information, see “Protecting SPOOL offload data sets” on page
333.

Use the following five statements to define the logical offload devices:

« OFFLOAD(n)
OFF(n).JT
OFF(n).ST
OFF(n).JR
OFF(n).SR

The OFFLOAD(n) statement defines the logical offload device that is associated with the offload data
set(s). Jobs and SYSOUT are transmitted to and from a data set specified by the DSN= parameter of the
OFFLOAD(n) statement. You must specify this initialization statement to use the spool offload facility.
This statement is numbered to correspond to the offload transmitter statements. You can define up to
eight offload devices per system by the OFFLOAD(n) statement. However, only eight offload devices can
be active within a multi-access spool complex at a time. An offload device started on one member of a
multi-access spool complex cannot also be started at a second member. If you attempt to do so, JES2
issues the $HASP593 message, indicating that the start has been rejected because the device is already
in use.

The statements listed previously collectively control the transmitting and receiving of offload data. If you
do not include transmitter and receiver statements following the OFFLOAD(n) statement, JES2 creates
them for you. That is, JES2 provides four default statements: a job transmitter, a job receiver, a SYSOUT
transmitter, and a SYSOUT receiver. JES2 provides default parameters values, but does not set any
parameters that do not have defaults.

To control the transmission of jobs and SYSOUT that you intend to offload, use the OFF(n).JT and
OFF(n).ST initialization statements respectively. For example, the statement parameters can control the
transmitting of only specific classes, range of jobs, processing mode, or routecode. (See z/0S JES2
Initialization and Tuning Reference for a more complete description of each statement.)

To control the receiving of offloaded jobs and SYSOUT, use the OFF(n).JR and OFF(n).SR initialization
statements respectively. As with job and SYSOUT transmitters, see z/0S JES2 Initialization and Tuning
Reference for a complete description of what work selection criteria you can control.

Selecting jobs and SYSOUT through work selection

JES2 provides the WS= parameter on many device initialization statements to allow you to control output
selection. Before using the following work selection subparameters, refer to z/0S JES2 Initialization and
Tuning Reference.

If printers can select the same work as offload devices, the printers and offload devices compete for
the work. If a printer gains access first, it purges the data set or output group if its output disposition
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(OUTDisp=) is either PURGE or WRITE, making its SYSOUT unavailable for transmitting to an offload data
set.

JES2 provides two methods for avoiding such device competition:

1. Creating multiple print instances for each piece of output
2. Printing the output, then creating another copy.

For both methods, establish an installation policy to ensure that the JCL used to submit jobs specify
particular work selection characteristics. Such a policy ensures that installation devices select the proper
output.

You can create multiple print instances for each piece of output by specifying a different route code
(Routecde=), writer name (Writer=), or any other work selection characteristic for the printer and the
offload devices. Then JES2 is aware that, until both devices have processed this SYSOUT, the data set
cannot be purged.

The following JCL sample exploits this alternative:

//sampjcl JOB ....

//PéTOUT OUTPUT DEST=LOCAL
//OFFLOD OUTPUT DEST=TAPEO1

//Dbl DD SYSOUT=A,OUTPUT=(*.PRTOUT,*.0FFLOD)

At a minimum, IBM suggests defining one offload device for selective offload and another offload device
for total spool offload.

An installation can also ensure that all output has printed, then create another copy of the output by
specifying OUTDISP=KEEP on all output. When a printer has selected an output group, that output group's
disposition changes to LEAVE. Then you can specify OUTDISP=LEAVE on the offload device and change
the output's disposition to purge by specifying DISP=DELETE on the OFF(1).xT initialization statement,
where x specifies either a job or SYSOUT transmitter.

Note: Regardless of how you avoid device contention, remember that all output must print to ensure that
it is not lost in the event of a spool volume failure.

Using uncataloged data sets

If you are offloading to DASD, you should pre-allocate the data set because you cannot specify the
SPACE= parameter on the OFFLOAD initialization statement. If the output data set has not been pre-
allocated and pre-cataloged, you can use the OFFLOAD(n) initialization statement to define the tape unit
on which the data set(s) will be defined and specify the tape label and security information about the data
sets. The following OFFLOAD(n) parameters specify:

LABEL= the type of label processing for the specified tape.

PROTECT= whether the data set receives System Authorization Facility (SAF) protection.
RETPD= the number of days JES2 retains the tape.

UNIT= provides either a unit address, device type, or group name (to specify a general group of devices)
on which JES2 writes the data set. The second value on this parameter defines the number of devices
JES2 allocates to the data set.

Using these OFFLOAD initialization statement parameters frees the operator from additional involvement
whenever a new offload data set is created.

Using pre-cataloged data sets

If you use a tape management system, you should not pre-catalog tapes for the spool offload facility. If
you pre-catalog a tape with a data set name and a tape catalog that have no match in the z/OS system
catalog, JES2 ends the program abnormally with an 8FB reason code and issues message $HASPQ078.
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If you use pre-cataloged data sets, JES2 ignores any parameters you might have specified on the
OFFLOAD(n) initialization statement. If the UNIT= parameter is ignored, you could overwrite another data
set of the same name. Make sure the spool offload data set defined on the OFFLOAD(n) DSN= statement
matches the data set you have cataloged.

JES2 limits pre-cataloged data sets to a 20-volume multi-volume expansion. When preparing to offload
jobs and SYSOUT, make sure the data being offloaded does not require more than this limit. If you exceed
the number of volumes, JES2 responds with an allocation abend. For example, if you pre-allocate and
pre-catalog the offload data set and you specify 6 volumes in the allocation, you can expand up to 20
volumes. JES2 would abnormally end after the twentieth volume.

If you pre-allocate a spool offload data set, JES2 always uses the following data set attributes:

« Undefined record format (RECFM=U)
« 4042-byte block size (BLKSIZE=4042).

If you specify different values for these attributes, JES2 ignores them.

JES2 dynamically allocates the offload data set when the operator specifies that transmitting or
subsequent receiving is to begin. JES2 supports simultaneous transmitting to and receiving from different
offload data sets.

SMF record summary: transmitting and receiving jobs and SYSOUT

The following lists the SMF record written when transmitting or receiving jobs and SYSOUT. For a
complete list of the record contents, see z/0S MVS System Management Facilities (SMF).

Table 49. SMF Records Used by JES2 Spool Offload Facility

Record Number Action that Causes the Record to be Written

24 « JES2 writes a pre-execution job to an offload data set successfully.

« JES2 writes a SYSOUT data set to an offload data set successfully.

« JES2 reads a pre-execution job from an offload data set successfully.

» JES2 reads a SYSOUT data set header from an offload data set successfully.

Offloading all pre-execution jobs and SYSOUT

Offloading jobs and SYSOUT from the JES2 spool to a sequential data set requires the operator to
complete the following 5-step procedure:

1. Display the job output forms queue, information about active jobs, and the number of jobs queued on
the current spool.

2. Display the offload device's characteristics and the status of its transmitters and receivers.
3. Set and verify the logical offload data set.

4. Start offloading both jobs and SYSOUT.

5. Stop the offload device when all transmitters are inactive and the transmission is complete.

The following explains each step in this procedure and the JES2 processing considerations that apply.

1. Display the job output forms queue, information about active jobs, and the number of jobs queued on
the current spool.

You can use SPOOL Display and Search Facility (SDSF) or the following JES2 commands to display the
current status of jobs on spool. Performing this task before offloading ensures that you have data to
compare when you display the contents of the new spool after reloading.

Command
Console Display
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$DN
Displays job queue information about jobs processed on the spool offload device.

$DF
Displays the job output forms queue.

$D 0J
Displays the output processing characteristics of individual job output elements.

$DQ

Displays the number of jobs on a queue and the percentage of spool use.

Note: Because the system is not quiesced, the status of jobs on spool can change before you begin
offloading jobs.

. To display the offload device's characteristics and the status of its SYSOUT transmitters (ST), SYSOUT
receivers (SR), job transmitters (JT), and job receivers (JR), enter the command:

$D U, OFFLOAD1

Through this command, you must ensure that the devices display STATUS=STARTABLE; which
indicates that the devices are drained and ready to begin offloading jobs and SYSOUT. The offload
transmitter you intend to use must be drained. Note that Figure 40 on page 161 displays devices that
are drained and available to begin offloading jobs and SYSOUT.

$DU, OFFLOAD1

$HASP882 OFFLOAD1 740

$HASP882 OFFLOAD1 DSN=BECKER.DUMPERO1,STATUS=DRAINED,LABEL=SL,
$HASP882 PROTECT=NO,RETPD=0,UNIT=(,1),VOLS=255
$HASP884 OFF1.JT 741

$HASP884 OFF1.JT  STATUS=STARTABLE,CLASS=B,CREATOR=,

$HASP884 DISP=DELETE,HOLD=, JOBNAME=, NOTIFY=NO, RANGE=(J
$HASP884 1,65534) ,ROUTECDE=() , START=YES, SYSAFF=() ,
$HASP884 VOLUME=(,,,),WS=(CL/)

$HASP886 OFF1.ST 742
$HASP886 OFF1.ST  STATUS=STARTABLE,CREATOR=,DISP=DELETE,

$HASP886 OUTDISP=(WRITE,KEEP) ,HOLD=, JOBNAME=,
$HASP886 NOTIFY=NO, RANGE=(J1,65534) ,ROUTECDE=(),
$HASP886 START=YES, VOLUME=(, ,,) ,WS=(Q/) ,BURST=, FCB=,
$HASP886 FLASH=,FORMS=,LIMIT=(0,*) ,PLIM=(0,*),
$HASP886 PRMODE= () , QUEUE=X, UCS=, WRITER=

$HASP883 OFF1.JR 743
$HASP883 OFF1.JR  STATUS=STARTABLE, CLASS=,CREATOR=,HOLD=,

$HASP883 JOBNAME=,MOD=(CLASS=,HOLD=,ROUTECDE=,
$HASP883 SYSAFF=) ,NOTIFY=NO,RANGE=(J1,2147483647),
$HASP883 ROUTECDE=() ,START=YES, SYSAFF=() ,WS=(/)

$HASP885 OFF1.SR 744
$HASP885 OFF1.SR STATUS=STARTABLE,

$HASP885 OUTDISP=(WRITE,HOLD,KEEP,LEAVE) ,CREATOR=,
$HASP885 HOLD=, JOBNAME=, MOD=(BURST=,0UTDISP=,FCB=,
$HASP885 FLASH=, FORMS=,HOLD=, PRMODE=, QUEUE=, ROUTECDE=,
$HASP885 UCS=,WRITER=) ,NOTIFY=NO,RANGE=(J1,2147483647),
$HASP885 ROUTECDE=() ,START=YES,WS=(Q/) ,BURST=,FCB=,
$HASP885 FLASH=,FORMS=, PRMODE= () , QUEUE=X,UCS=, WRITER=

Figure 40. Display of offload devices

If no offload devices are available, you can wait for the device currently being used, or enter the
following command to close, dynamically deallocate, and stop the selection process of the offload data
set:

$P OFFLOAD1

Note that if your installation uses one offload data set to back up the primary offload data set, closing
the data set would eliminate the back-up offload device. This command should be used with caution.

If you define at least two offload devices and reserve one for offloading the entire spool, an installation
can:

- Avoid having to change the work selection criteria through operator command
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« Ensure that no jobs or SYSOUT are lost in the transition from the spool volume to another offload
data set.

Reserve one offload transmitter to transmit all pre-execution jobs and SYSOUT to the offload data set
by specifying

WS=(/)

in the initialization stream for the OFF(n).JT and OFF(n).ST initialization statements. Note that this
form of offloading does not avoid the device competition problem mentioned in “Selecting jobs and
SYSOUT through work selection” on page 158. To avoid device competition with this method, you must
ensure that no other devices can select data while the transmitter is offloading.

If the transmitters do not display WS=(/), you must remove the specified work selection criteria
through the modify offload command.

Enter the following command:
$T OFF(1).xT,WS=(-c/-c)

where x indicates a Job (J) or SYSOUT (S) transmitter and ¢ indicates the specific criteria being
removed. JES2 transmits both held and non-held jobs, and SYSOUT.

3. Set and verify the logical offload data set. If you are using a pre-cataloged data set, ensure that the
displayed data set is the appropriate data set for the offload task. If not already specified, set the data
set name by entering:

$T OFFLOAD1,DSN=dsname

where dsname is the name of the sequential data set to receive the transmitted spool data.

This command allows an operator to change the name of an offload data set before it is allocated to an
offload device.

If you do not use pre-allocated, pre-cataloged data sets, JES2 dynamically allocates them. You must
tell JES2 where to place the dynamically allocated data set(s) through the UNIT= parameter of the
OFFLOAD statement. If you do not provide a UNIT= specification, JES2 is unable to proceed with
dynamic allocation. This dynamic allocation facility is only valid for $S OFFLOADN,TYPE=TRANSMIT
commands.

4. To begin offloading jobs and SYSOUT, enter the command:

$S OFFLOAD1, TYPE=TRANSMIT

Note that the offload data set is overwritten each time you enter this command. Therefore, nothing is
saved on the offload data set.

You must start the offload device before its associated transmitters and receivers can be activated.
Figure 41 on page 163 provides an example of the interaction of the offload transmit function and
the required initialization statements. Note that OFF(n).JT and OFF(n).ST, device statements that
are offloading from the JES2 spool (SYS1.HASPACE) to the sequential data set (specified by the
OFFLOAD1 statement) are numbered “1” in this example.
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SSOFFLOADIT, TYPE=TRANSMIT %*STARTOFFLOADT-DUMP*/

TRAMNSMIT
(OFF 1.1 OFFLOADI

TRAMNSMIT
(OFF2.JT)

OFFLOADN
DSM=datasetl,.].

TRAMNSMIT
(OFF1.5T)

TRAMNSMIT
(OFF2.JT)

RECENVE
[OFF1.JR) OFFLOADZ

RECEIVE
(OFF2.JR)

RECEIVE
(OFF1.5R) DSN=dataset2,..

RECEIVE
[OFF2.5R)

OFFLOAD fransmifters are used 1o transmit{ofMioad) jobs and SYSOUT fo an offlioad data set.
Figure 41. Offload initialization statements and $S OFFLOADN, TYPE=TRANSMIT relation

When transmissions are complete and devices have become inactive, JES2 issues the $HASP524
message for job transmitters and the $HASP534 message for SYSOUT transmitters.

. To stop the offload device when the job and SYSOUT transmitters are inactive and the transmission is
complete, enter the command:

$P OFFLOAD1

This command causes the offload data set to be closed and dynamically deallocated. Then, it stops the
selection process of its associated transmitters and receivers.

If you fail to enter this command, the transmitters remain active and continue to select jobs and
SYSOUT as they become available on the system.

Job disposition

Installations can specify the disposition of both jobs and SYSOUT processed by the offload facility.
Specify this disposition on the DISP= KEEP|HOLD|DELETE parameter of the OFF(n).JT and the OFF(n).ST
initialization statements. If you allow the DISP= parameter on these statements to default, JES2 deletes
the selected output groups after they have been offloaded to the offload data set. Modify the disposition
through the $T OFF(n).JT,DISP= and the $T OFF(n).ST,DISP= operator commands. You can specify the
following for the DISP= parameter:

KEEP specifies that the job or SYSOUT remains on the current queue following the offload transmit
operation. The same offload device (for example, OFF.xT1) can never select this piece of work; however,
another offload device (for example, OFF.XT2) can select it.

HOLD specifies that the job or SYSOUT remains on the current queue after the offload transmit
operation, however, the job is marked held at that time.

Note: An operator can change this disposition through the $A J command and the $T 0,J command.
DELETE specifies that the job or SYSOUT is purged after the offload transmit operation.

By using KEEP or HOLD, the spool offload facility is useful as an archival system: both the job and SYSOUT
remain on spool and a copy is written to the offload data set.
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Reloading all pre-execution jobs and SYSOUT

The following procedure describes how to reload (receive) data onto a spool volume. Reloading all jobs
and SYSOUT from the sequential data set onto the JES2 spool requires the operator to complete the
following 4-step procedure:

1. Display the offload receiver's characteristics.

2. Set and verify the logical offload data set.

3. Receive pre-execution jobs and SYSOUT onto the new spool data set.

4. Display the job output forms queue, information about active jobs, and the number of jobs queued on
the new spool data set.

Before beginning this task, consider JES2 naming conventions and spool allocation practices. The node
name of the system that performed the offload (transmit) procedure should be known to the system
performing the reload (receive) procedure. If not, routing of jobs and SYSOUT can be unpredictable on
the reloading system. Any unresolved routing results in jobs and SYSOUT executing and printing locally.
Because JES2 does not allocate spool space for jobs that have already been processed, the percentage of
spool utilization on a reloaded spool volume is often less than it had been on the old spool volume.

The following explains each step in this procedure and the JES2 processing considerations that apply.

1. To ensure that the work selection parameter (WS=) is empty so that all jobs and SYSOUT can be read
onto the spool volume. Display the offload receiver by entering:

$D OFF1.xR

where x indicates either the job (J) or the SYSOUT (S) receiver. If the work selection parameter is
empty, proceed to the next step.

If the work selection parameter has values, you must use the $T OFFn.xR to remove these values.

Enter the following command:
$T OFF(n).xT,WS=(-c/-c)

where x indicates a Job (J) or SYSOUT (S) transmitter and ¢ indicates the specific criteria being
removed. JES2 transmits both held and non-held jobs, and SYSOUT.

2. Set and verify the logical offload data set. Ensure that the correct data set (DSN=) is used for the
receive process. If it is not, set the data set name by entering

$T OFFLOAD(n),DSN=dsname

where dsname is the name of the sequential data set that contains the spool data for reloading.

3. To receive jobs and SYSOUT that have been offloaded to the offload data set onto the new spool
volume, enter

$S OFFLOAD1, TYPE=RECEIVE

This command directs JES2 to reload the data set based on the OFF(n).JR and OFF(n).SR initialization
statement specifications. Just as the transmitter statements control what jobs and SYSOUT are
offloaded, these two statements control what jobs and SYSOUT are received. Number these job/
SYSOUT receivers to correspond to the OFFLOAD(n) statement.

Figure 42 on page 165 provides an example of the receive function, showing how the required
initialization statements interact. Here, the offload receiver statements, OFF(n).JR and OFF(n).SR,
specify the data sets and jobs to be received. You must also number this set of receiver statements
alike. As many as eight sets of receiver statements can be specified to correspond to the offload data
sets specified by the OFFLOAD(n) statement. Note that in this example, OFF(n).JR, OFF(n).SR, and
OFFLOAD(n) are numbered “1” to reflect a specific logical device and its corresponding transmitters
and receivers.
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$SOFFLOADIT, TYPE=RECENE %*STARTOFFLOAD1-RELOAD*/

TRANSMIT
(OFF 1. OFFLOAD]

TRAMNSMIT
(OFF2.JT)

OFFLOAD1
DSM=dataset1,.].

TRAMSMIT
(OFF1.5T)

TRAMSMIT
(OFF2.JT)

RECEIVE

[OFF1 .JR] OFFLOADZ

RECEIVE
(OFF2.JR)

RECEIVE
{OFF1.SR)

RECEIVE
[OFF2.5R)

OFFLOAD receivers are used 1o recelve (reload) jobs and SYSOUT to an offlcad data set,
Figure 42. Offload initialization statements and $S OFFLOADn, TYPE=RECEIVE

JES2 calls the security authorization facility (SAF) to verify that a userid is valid and has access to data
with specific security labels.

The receiving system assigns a new date and time to the SYSOUT receiver upon reload unless
CRTIME=RESTORE is specified. If CRTIME=RESTORE is specified, the time to assign is the original
creation time (before the data was offloaded).

Unlike the offload (transmit) operation, when both SYSOUT and job receivers are inactive, JES2 drains
these devices automatically. The $HASP097 message appears when these operations complete.

4. Ensure that all jobs queued on the spool that held the data before it was transmitted to the offload
data set have transferred cleanly to the new spool. See “Offloading all pre-execution jobs and
SYSOUT” on page 160 for the list of commands or see z/0S JES2 Commands.

When ensuring that all data has been correctly reloaded to spool, you should note that job IDs are
preserved from one spool to another, provided the job number is not already assigned, and either the
job number is inside the JOBDEF RANGE, or RASSIGN=YES. (The default is RASSIGN=YES.) Otherwise
JES2 assigns a new job ID from available job numbers within the JOBDEF RANGE= specification.

Offloading selected jobs and SYSOUT

Offloading selected jobs and SYSOUT from the JES2 spool to a sequential data set requires the operator
to complete the following 5-step procedure:

1. Display the job output forms queue, information about active jobs, and the number of jobs queued on
the current spool.

2. Display the offload device's characteristics and the status of its transmitters and receivers.
3. Set and verify the offload characteristics.

4. Start the offload device to begin offloading selected data.

5. Stop the offload device when all transmitters are inactive and the transmission is complete.
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JES2 offloads selectable SYSOUT (ready data sets) by default if output disposition is specified in the
SYSOUT transmitter work selection criteria (WS=0UTDisp). However, you can offload held SYSOUT data
sets by specifying OFF(n).ST OUTDisp=HOLD|LEAVE.

The following explains each step in this procedure and the JES2 processing considerations that apply to
offloading data selectively.

The spool offload facility supports selective offloading of pre-execution jobs and SYSOUT from the spool
to offload data sets through the work selection (WS=) parameter. As devices select work selection criteria,
so do spool offload devices. These work selection criteria are the same as those used by local and remote
printers and punches to select work.

JES2 offloads all selectable work (ready data sets) by default, but can offload held data by specifying
OUTDisp=(HOLD,LEAVE) on the OFF(n).ST initialization statement. Specify these selection criteria on the
job transmitter and receiver statements during JES2 initialization. The 4 offload transmitter and receiver
statements can be modified through $T operator commands.

1. Display the job output forms queue, information about active jobs, and the number of jobs queued on
the current spool.

You can use SPOOL Display and Search Facility (SDSF) or the following JES2 commands to display the
current status of jobs on spool. Performing this task before offloading ensures that you have data to
compare when you display the contents of the new spool after reloading.

Command
Console Display

$DN

Displays job queue information about jobs processed on the spool offload device.
$DF

Displays the job output forms queue.

$D 0J
Displays the output processing characteristics of individual job output elements.

$DQ

Displays the number of jobs on a queue and the percentage of spool use.

Note: Because the system is not quiesced, the status of jobs on spool can change before you begin
offloading jobs.

2. To display the offload device's characteristics and the status of its transmitters and receivers, enter the
command:

$D U, OFFLOAD1

3. To change work selection characteristics before transmitting jobs and SYSOUT to spool, enter the
command:

$T OFF1.ST WS=(n)

where n is a work selection criterion.

The criteria that you can specify in a specific work selection (WS) list is individualized for the offload
job and SYSOUT receivers and the offload job and SYSOUT transmitters. See Table 50 on page 167 for
the complete list.

You can tailor your offload procedure to filter based upon the work selection of your choice. If you
want to offload SYSOUT based on queue selection, enter:

$T OFF1.ST WS=(Q/)

To offload SYSOUT based on job selection, enter:

$T OFF1.ST WS=(J0B/)
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To offload jobs based on job name, enter:

$T OFF1.JT WS=(JOBNAME/)

If you find these selection criteria inadequate, you can create installation-defined work selection
criteria through the $WSTAB macro. (See z/0S JES2 Macros for details on using this macro and
extending this function.) You are limited, however, to a maximum of 19 WS criteria (USER and JES2
combined) for any one device.

Table 50. WS Criteria for Spool Offload Devices

Job Receivers Job Transmitters SYSOUT Receivers SYSOUT Transmitters
» ClLass » ClLass » Burst e Burst
- CReator - CReator - CReator - CReator
 Hold  Hold - FCBIC - FCBIC
- JOBname - JOBname « FLash|O  FLash|O
- RANGE - LIMit » Forms » Forms
» Routecde * Priority » Hold » Hold
» SYSaff « RANGE - JOBname - JOBname
» Routecde « OUTDisp « LIMit
» SYSaff « PRMode « OUTDisp
« Volume * Queue * Priority
« RANGE « PRMode
« Routecde « Queue
« UCS|T « RANGE
» Writer » Routecde
- UCSIT
» Writer
» Volume

4. To begin offloading jobs and SYSOUT, enter the command:

$S OFFLOAD1, TYPE=TRANSMIT

Note: To change work selection characteristics after you have begun transmitting jobs and SYSOUT to
spool, enter the command:

$Z OFFLOAD(1)

It halts an offload device temporarily, without deallocating the offload data set.

5. To stop the offload device when the job and SYSOUT transmitters are inactive and the transmission is
complete, enter the command:

$P OFFLOAD1

Reloading selected jobs and SYSOUT

Reloading selected jobs and SYSOUT from a sequential data set to JES2 spool requires the operator to
complete the following 4-step process:

1. Display the offload receiver's characteristics.

2. Set and verify the logical offload data set.

3. Receive selected jobs and SYSOUT onto the new spool data set.
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4. Display information about active jobs, the job output forms queue, and the number of jobs queued on
the new spool data set.

The following explains each step in this procedure and the JES2 processing considerations that only apply
to offloading data selectively.

1. Display the offload receivers by entering:
$D OFF1.JR
and
$D OFF1.SR

2. Set and verify the logical offload data set. Ensure that the correct data set is used for the receive
process. If it is not, set the correct data set name by entering:

$T OFFLOAD(n),DSN=dsname

where dsname is the name of the sequential data set that contains the spool data for reloading.

To further control the reload (receive) process, you can allow the job and SYSOUT receivers to modify
some of the data set and job characteristics when the data sets and jobs are reloaded by entering the
command

$T OFF1.xR,MOD=(...)

For available values, see the following figure.

Table 51. MOD Criteria for Spool Offload Receiving Devices
Job Receivers SYSOUT Receivers
« Class » Burst
 Hold - FCB
« Routecde « FLash|O
» SYSaff » Forms
 Hold
« OUTDisp
« PRMode
* Queue
» Routecde
« UCS
» Writer

3. To receive jobs and SYSOUT that have been offloaded to the offload data set onto the new spool
volume, enter:

$S OFFLOAD1, TYPE=RECEIVE

When reloaded, these data sets become automatically selectable for output processing to devices that
were not originally able to select them. For example, you can set up the WS criteria for all printers and
punches to select data sets with these “modified” characteristics. The MOD= parameter allows you

to reload data sets originally assigned to a held class, and have JES2 change them automatically to
nonheld status. Then change the class to one only selectable by a remote printer. As appropriate, the
previously held SYSOUT are available to be selected by remote printers.

The range of selectable characteristics allows you to avoid reloading jobs or SYSOUT that waste spool
space.
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For more information on how to use the work selection parameters, see the following:

« “Variable work selection criteria” on page 101
« Spool Offload initialization statements in z/0S JES2 Initialization and Tuning Reference.

For more information about how to create installation-specific work selection criteria, see the
following sections in z/0S JES2 Installation Exits:

« What are JES2 table pairs?

« JES2 $SCAN facility

4. Ensure that all jobs queued on the spool that held the data before it was transmitted to the offload
data set have transferred cleanly to the new spool. See “Offloading selected jobs and SYSOUT” on
page 165 for the list of commands or see z/0S JES2 Commands.

Using the SPOOL offload facility for networking

The spool offload facility provides a primitive form of job and SYSOUT transmission. By offloading a subset
of jobs at one location and reloading them at another, the jobs will be effectively transmitted from location
to location. Although this form of job networking is of limited value with widely separated machines, itis a
possible alternative for NJE lines; you can offload spool files on one node, switch or physically transfer the
offloaded data to the target JES2 system and use a spool offload receiver to reload the data.

In the following example, the local node offloads all jobs and SYSOUT with the route code SANJOSE.
When completed, this tape can be physically sent to the SANJOSE node. At SANJOSE operators can
reload the tape, successfully transmitting the jobs.

$T OFF1.JT,R=SANJOSE,WS=(R)
$T OFF1.ST,R=SANJOSE.*,WS=(R)
$S OFFLOAD1, TYPE=TRANSMIT

$P OFFLOAD1

Figure 43. Offloading Data to Send to Another Node

Note: You cannot specify a second-level destination on a route code associated with pre-execution jobs.
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Chapter 4. Checkpoint data set definition and
configuration

The following section contains checkpoint data set definition and configuration information.

JES2 checkpoint function

The JES2 checkpoint function performs two separate functions:

1. Job and output queue backup to ensure ease of JES2 restart

2. Multi-access spool (MAS) member-to-member workload communication to ensure efficient
independent JES2 operation.

The function(s) the checkpoint data set will perform in your configuration depends on whether you have a
JES2 single-member MAS, or a multi-member MAS with as many as 32 members.

Checkpointing is the periodic copying of a member's in-storage job and output queues to the checkpoint
data set, which can reside on either a DASD volume or a coupling facility structure. Checkpointing ensures
that information about a member's in-storage job and output queues is not lost if the member loses
access to these queues as the result of either hardware or software errors. Because all members in a
JES2 MAS configuration operate in a loosely-coupled manner, each capable of selecting work from the
same job and output queues, checkpointing allows all members to be aware of current queue status.

Within the single-member environment, the checkpoint function operates solely as a backup to the
“in-storage” job and output (SYSOUT) queues maintained by JES2.

In a MAS environment the checkpoint data set not only backs up the job and output queues, it

also links all members. It is the commonly accessible repository of member activity that allows each
member to communicate and be aware of the current work load. The checkpoint data set contains a
record of member values that describe the overall configuration of the MAS environment and specific
characteristics and information that describes the current status of each member. The checkpoint allows
all members to access and update (write to) the checkpoint data set and also allows all members to
refresh their in-storage queues by reading from the checkpoint data set.

The following discussion describes:

« “Placement of the checkpoint data set” on page 172

This topic explains how workload performance can be enhanced by placing a checkpoint data set on a
coupling facility structure rather than on DASD.

« “Checkpoint data set specifications” on page 173

This topic explains how to specify your primary and secondary checkpoint data sets during initialization,
using the CKPTDEF initialization statement for checkpoints that reside on both a coupling facility
structure and on DASD.

« “Determining the size of your checkpoint data set” on page 176

This topic explains how to determine the number of 4K records required for a member's checkpoint
data set(s).

« “Placing a checkpoint on a coupling facility for the first time” on page 180

This topic describes how to start JES2 with a checkpoint data set residing on a coupling facility for the
first time. Also, it contains guidance on how to correct errors in specifying the size of the coupling facility
structure.

« “The checkpoint cycle” on page 181

This topic describes the stages through which JES2 reads and writes checkpoint records in a MAS
environment. This data is especially helpful when using ID TRACE 17.
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« “Checkpoint configuration modes” on page 184

This topic explains how you decide what mode to specify for your checkpoint data set(s) (DUPLEX
with backup, DUPLEX without backup, or DUAL), using the MODE= and DUPLEX= subparameters on the
CKPTDEEF initialization statement.

« “Accessing the CKPTn data set in a MAS” on page 192

This topic describes how you can use the HOLD= and DORMANCY= parameters on the MASDEF
initialization statement to control how access to the checkpoint is shared in a MAS environment.

« “Replacement data set (NEWCKPTn) definition” on page 195

This topic describes how you can specify replacement checkpoint data set definitions to ease recovery
when JES2 loses access to the CKPTn data set(s).

« “Checkpoint reconfiguration: An overview” on page 199

This topic describes how you can redefine the JES2 checkpoint data set configuration dynamically to
replace, discontinue use, or resume using a checkpoint data set.

« “Recovering from member failures on other JES2 members” on page 216

This topic explains how you can use JES2 operator commands or the AUTOEMEM option to make jobs
from a failed member eligible for restart on an active MAS member.

« “Providing copies of the JES2 checkpoint to application programs” on page 223

This topic explains how authorized application programs can obtain a copy of the checkpoint data set.

Placement of the checkpoint data set

Your installation can place checkpoint data set(s) (primary or secondary) on a coupling facility structure,
a DASD volume, or a combination of these locations. DASD used to hold checkpoint data sets can be all
the same device type and model or any combination of JES2-supported (see Appendix A, “IBM devices
supported by JES2 and how to use them,” on page 373) device types and models.

Within a MAS, an installation can specify:

1. “Primary checkpoint on a coupling facility structure; secondary checkpoint on DASD” on page 172
2. “Both checkpoints on DASD” on page 172

Primary checkpoint on a coupling facility structure; secondary checkpoint on
DASD

Placing the primary checkpoint on a coupling facility structure provides more equitable access for all
members of a MAS than that available through DASD because access occurs using coupling facility
lock serialization. To ensure the security of that data through the DUPLEX copy retained on DASD, IBM
suggests this placement for MAS configurations with four or more members.

Both checkpoints on DASD

Placing both checkpoints on DASD volumes reduces throughput of data and can lock out smaller MAS
members from access to the checkpoint. For information on tuning checkpoints residing on DASD, see
“Controlling the size of the change log” on page 175 and “Controlled checkpoint data set access” on page
193.

For further information concerning specification of checkpoint data sets, see the CKPT1=and CKPT2=
initialization parameter descriptions on the CKPTDEF statement in z/0OS JES2 Initialization and Tuning
Reference.

Attention: IBM does not recommend placing both checkpoints on coupling facility structures or
placing the primary checkpoint on DASD and the secondary checkpoint on a coupling facility
structure. If both checkpoints reside on Coupling facilities that become volatile (a condition where,
if power to the coupling facility device is lost, the data is lost), your data is less secure than when

a checkpoint data set resides on DASD. If no other active MAS member exists, you can lose all
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checkpoint data and require a JES2 cold start. Placing the primary checkpoint on DASD while the
secondary checkpoint resides on a coupling facility provides no benefit to an installation.

Note: All combinations of checkpoint data sets on DASD and coupling facility structures are supported as
potential error recovery scenarios through the checkpoint reconfiguration dialog.

Benefits of using a coupling facility

Placing a checkpoint on a coupling facility structure ensures equal access among MAS members and
provides a better use of system resources than that available through DASD. Data can be transferred to
and from a coupling facility much faster than to and from DASD.

JES2 uses the coupling facility lock to serialize access to the checkpoint data set. This coupling facility
lock is better than the hardware RESERVE and RELEASE macros required for DASD because it ensures all
members fair access to the checkpoint through first-in, first-out (FIFO) queuing. The coupling facility lock
affects only the checkpoint data set, while the hardware RESERVE macro locks the entire volume upon
which the DASD checkpoint resides.

Checkpoint data set specifications

The following describes how to specify checkpoint data sets through the CKPTDEF initialization
statement.

The CKPT1= specification is used for the primary data set copy of the JES2 checkpoint information, and
the CKPT2= specification is used for either the DUPLEX data set copy (if operating in DUPLEX mode)

or the second primary data set copy (if operating in DUAL mode). Before setting the DUPLEX=ON|OFF
parameter for a particular member of your configuration, you should consider whether it is practical for
your MAS to use an entire volume for the duplex data set.

If the checkpoint resides on DASD, prefix the checkpoint data set names with SYS1. to provide a complete
data set name (for example, SYS1.JESCKPT1 and SYS1.JESCKPT2). Define the placement of these data
sets using the VOLser subparameter of the CKPT1=and CKPT2= parameters on the CKPTDEF initialization
statement.

If the checkpoint resides on a coupling facility structure, you do not specify a volume. In this manual,
checkpoints that reside on coupling facility structures are represented as SYS1_CKPT1 and SYS1_CKPT2.
Either the CKPT1= or the CKPT2= parameter on the CKPTDEF initialization statement must be specified;
there is no default for the data set name, the volume serial number, or the structure name. Proper
placement is vital to JES2 performance, particularly in a multi-access spool configuration environment.

Chapter 7, “Providing security for JES2,” on page 313 discusses using RACF to protect the checkpoint
data sets that reside on DASD. Checkpoint data sets that reside on a coupling facility structure are
RACF-protected by the coupling facility service.

CKPTn data set definition and placement on a coupling facility

Checkpoint data sets on a coupling facility structure are suitable for MAS configurations of all sizes (2-

to 32-member). The coupling facility lock removes the need for both the software lock and the hardware
RESERVE and RELEASE logic. JES2 use of the coupling facility lock provides for more equitable sharing
of the checkpoint among all members. On DASD, a faster processor can monopolize a processor's shorter
channel path to the checkpoint. When the checkpoint resides on a coupling facility, the first-in, first-out
(FIFO) method of queuing ensures that all MAS members can have equal access to the data.

To place a JES2 checkpoint data set on a coupling facility structure, you must first define that structure
in your installation's administrative coupling facility resource management (CFRM) policy. When an
installation activates an administrative policy, it becomes the active policy. For more information about
installing a coupling facility, see z/0S MVS Setting Up a Sysplex. Specify the coupling facility structure's
name through the STRNAME= subparameter of the CKPT1=and CKPT2= parameters on the CKPTDEF
initialization statement.
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Recommendation for initializing a checkpoint on a coupling facility structure

IBM suggests initializing JES2 with the checkpoint data sets defined on DASD, and then forwarding them
to a previously-defined coupling facility through the checkpoint reconfiguration dialog or by altering the
CKPTn specification. For more information about how to perform this task, see both “Replacement data
set (NEWCKPTn) definition” on page 195 and “Checkpoint reconfiguration: An overview” on page 199.

Note: When JES2 connects to the specified coupling facility structure, RACF protection is provided.

Ensuring the integrity of checkpoint data

Through the VOLATILE= parameter, JES2 allows you to specify how an installation responds when a
coupling facility with a checkpoint data set structure becomes volatile. Note that a coupling facility is
always considered volatile unless you have taken measures to protect against the loss of power to that
coupling facility. See PR/SM Planning Guide for a description of how to monitor the volatility of coupling
facilities.

When a coupling facility becomes volatile, if power to the coupling facility is lost, all data on the coupling
facility structure is lost; JES2 cannot guarantee the integrity of the data. If you do not specify this
parameter, it defaults to WTOR for both the ALLCKPT= and the ONECKPT= subparameters.

Note: When a volatile coupling facility becomes non-volatile, JES2 does not inform you of the change. Use
the $D CKPTDEF command to monitor the volatile status of your checkpoints.

There are two values for VOLATILE=

« ONECKPT - Used by JES2 when another available (INUSE=YES) checkpoint is still non-volatile.
« ALLCKPT - Used by JES2 when all available (INUSE=YES) checkpoints are volatile.

Ignoring the volatile status

If you have a primary checkpoint data set residing on a coupling facility and a secondary checkpoint data
set residing on DASD, you can specify:

CKPTDEF .... VOLATILE=(ONECKPT=IGNORE)

If the one structure becomes volatile, JES2 ignores the status change; the member issues no message
and does not force an operator into the checkpoint reconfiguration dialog. In this instance, you might
want to specify IGNORE for ONECKPT= because the secondary checkpoint data set ensures the integrity
of your installation's data. Because DASD data sets are always non-volatile, the ALLCKPT setting has no
effect in this configuration.

Requesting operator intervention for volatile status

If both checkpoints reside on different Coupling facilities, you can be notified when both checkpoints
become unstable. You can specify:

CKPTDEF .... VOLATILE=(ONECKPT=IGNORE,ALLCKPT=WTOR)

WTOR ensures that JES2 sends a message to the operator console. You can choose to run with an
unstable checkpoint or enter the checkpoint reconfiguration dialog to change the primary checkpoint data
set. Because ONECKPT=IGNORE, JES2 issues this message only when both Coupling facilities become
volatile (unstable). This is the state where, if power to the coupling facility is lost, all data on the coupling
facility is lost. However, if both checkpoints have been specified as coupling facility structures, but the
secondary checkpoint specifies INUSE=NO, JES2 uses the ALLCKPT specification, because the primary
checkpoint data set is the only available checkpoint.

For JES2 to issue a message when only one of the checkpoint data sets becomes volatile, specify
CKPTDEF .... VOLATILE=(ONECKPT=WTOR,ALLCKPT=WTOR)

If either or both checkpoints become volatile, JES2 issues the message that allows you to decide whether
to enter the checkpoint reconfiguration dialog or continue processing without making a change. Because
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it is important to monitor the status of the checkpoint, the VOLATILE= parameter defaults to WTOR for
both the ONECKPT and ALLCKPT subparameters.

Requesting immediate invocation of dialog

If you would rather enter the checkpoint reconfiguration dialog as soon as a coupling facility becomes
volatile, specify:

CKPTDEF .... VOLATILE=(ONECKPT=DIALOG,ALLCKPT=DIALOG)

For more information about using the checkpoint dialog to forward checkpoint specifications, see
“Checkpoint reconfiguration: An overview” on page 199.

CKPTn data set definition and placement on DASD

Checkpoint data sets should reside on a high-speed, low-usage device, and they should be allocated

on a cylinder boundary. If available, the best location for each data set is on a dedicated 3390 device.

To obtain optimum performance, the CKPT1 and CKPT2 data sets should be the only data sets on

their respective DASD volumes if your configuration is operating in DUAL checkpointing mode. If your
configuration is operating in DUPLEX mode, the data set defined by the CKPT1= parameter should reside
on a separate volume. (See “Checkpoint configuration modes” on page 184 for an explanation of DUAL
and DUPLEX modes.)

IBM suggests placing the CKPTn data sets on separate volumes to ease recovery. If the CKPTn data sets
are physically removed from one another, they have separate power sources, separate control units, and
no single common point of failure.

Note: All members of a MAS configuration must have at least one channel path to the device containing
the primary c